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EDITORS' PREFACE

In the course of executing the mainline research program of Project A,
it has always been an accepted--indeed priority--practice to find mechanisms
and means for communicating and sharing early and/or otherwise salient
research results and activities with the U.S. Army and with the professional
research community at large. As a result, numerous papers, reports, and
symposium proceedings have been produced each year to meet the continuing
interest of both scientific and operational audiences. The custom within
Project A has been to compile these documents and to publish them as an
adjunct to the Project A Annual Report.

The reports in this Supplement to the Fiscal Year 1985 Annual Report are
presented in chronological order. Most of them are referenced in the Annual
Report. That some are not should in no way diminish their importance or
relevance to the readers of these reports. Each document was produced to
meet a specific need and audience and, when taken in context, provides, in
effect, a chronology of reports and communications which can reveal the
process and flow of the overall research program being accomplished
collegially by the U.S. Army Research Institute and contractor scientists.
In many cases these findings have been further refined or synthesized into
more formal contract-deliverable items.

Lawrence M. Hanser

Lola M. Zook
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IMPROVING THE SELECTION, CLASSIFICATION, AND UTILIZATION OF
ARMY ENLISTED PERSONNEL:

ANNUAL REPORT, 1985 FISCAL YEAR
SUPPLEMENT TO ARI TECHNICAL REPORT 746

PURPOSE OF THE REPORT

The materials presented in this report were prepared under Project A,
the U.S. Army's current, large-scale manpower and personnel effort for
improving the selection, classification, and utilization of Army enlisted
personnel. This Research Note supplements ARI Technical Report 746 , the
Project Annual Report for the 1985 Fiscal Year. It augments that report by
providing copies of a set of technical papers that were prepared during the
year reporting on detailed phases of the project research methods and
results.

OVERVIEW OF PROJECT A

Project A is a comprehensive long-range research and development program
which the U.S. Army has undertaken to develop an improved personnel selection
and classification system for enlisted personnel. The Army's goal is to
increase its effectiveness in matching first-tour enlisted manpower
requirements with available personnel resources, through use of new and
improved selection/classification tests which will validly predict carefully
developed measures of job performance. The project addresses the
675,000-person enlisted personnel system of the Army, encompassing several
hundred different military occupations.

This research program began in 1980, when the U.S. Army Research
Institute (ARI) started planning the extensive research effort that would be
needed to develop the desired system. In 1982 a consortium led by the Human
Resources Research Organization (HumRRO) and including the American
Institutes for Research (AIR) and the Personnel Decisions Research Institute
(PDRI) was selected by ARI to undertake the 9-year project. The total
project utilizes the services of 40 to 50 ARI and consortium researchers
working collegially in a variety of specialties, such as industrial and
organizational psychology, operations research, management science, and
computer science.

The specific objectives of Project A are to:

a Validate existinq selection measures against both existing and
project-developed criteria. The latter are to include both Army-wide
job performance measures based on newly developed rating scales, and
direct hands-on measures of MOS-specific task performance.

* Develop and validate new selection and classification measures.

* Validate intermediate criteria (e.g., performance in training) as
predictors of later criteria (e.g., job performance ratings), so that
better informed reassignment and promotion decisions can be made
throughout a soldier's career.

v
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* Determine the relative utility to the Army of different performance
levels across MOS.

o Estimate the relative effectiveness of alternative selection and
classification procedures in terms of their validity and utility for
making operational selection and classification decisions.

The research design for the project incorporates three main stages of
data collection and analysis in an iterative progression of development,test-
ing, evaluation, and further development of selection/classification instru-
ments (predictors) and measures of job performance (criteria). In the first
iteration, file data from Army accessions in fiscal years (FY) 1981 and 1982
were evaluated to explore the relationships between the scores of applicants
on the Armed Services Vocational Aptitude Battery (ASVAB), and their subse-
quent performance in training and their scores on the first-tour Skills
Qualification Tests (SQT).

In the second iteration, a concurrent validation design will be executed
with FY83/84 accessions. As part of the preparation for the Concurrent Vali-
dation, a "preliminary battery" of perceptual, spatial, temperament/
personality, interest, and biodata predictor measures was assembled and used
to test several thousand soldiers as they entered in four Military Occupa-
tional Specialties (MOS). The data from this "preliminary battery sample"
along with information from a large-scale literature review and a set of
structured, expert judgments were then used to identify "best bet" measures.
These "best bet" measures were developed, pilot tested, and refined. The
refined test battery was then field tested to assess reliabilities,
"fakability," practice effects, and so forth. The resulting predictor bat-
tery, now called the "Trial Battery," which includes computer-administered
perceptual and psychomotor measures, will be administered together with a
comprehensive set of job performance indices based on Job knowledge tests,
hands-on job samples, and performance rating measures in the Concurrent
Validation.

In the third iteration (the Longitudinal Validation), all of the
measures, refined on the basis of experience in field testing and the
Concurrent Validation, will be administered in a true predictive validity
design. About 50,000 soldiers across 20 MOS will be included in the FY86-87
"Experimental Predictor Battery" administration and subsequent first-tour
measurement. About 3500 of these soldiers are estimated for availability for
second-tour performance measurement in FY91.

For both the concurrent and longitudinal validations, the sample of MOS
was specially selected as a representative sample of the Army's 250+ entry-
level MOS. The selection was based on an initial clustering of MOS derived
from rated similarities of job content. These MOS account for about 45 per-
cent of Army accessions. Sample sizes are sufficient so that race and sex
fairness can be empirically evaluated in most MOS.

For administrative purposes, Project A is divided into five research
tasks:

Task 1 -- Validity Analyses and Data Base Management
Task 2 -- Developing Predictors of Job Performance

vi



Task 3 -- Developing Measures of School/Training Success
Task 4 -- Developing Measures of Army-Wide Performance
Task 5 -- Developing MOS-Specific Performance Measures

The development and revision of the wide variety of predictor and
criterion measures reached the stage of extensive field testing during FY84
and the first half of FY85. These field tests resulted in the formulation of
the test batteries to be used in the comprehensive Concurrent Validation
program which was initiated in FY85. Various reports on specific aspects of
the field tests have been issued.

Activities and progress during the first two years of the project were
reported for FY83 in ARI Research Report 1347 and its Technical Appendix, ARI
Research Note 83-37, and for FY84 in ARI Research Report 1393 and its related
reports, ART Technical Report 660 and ARI Research Note 85-14. Other
publications on specific activities during those years are listed in those
annual reports. The annual report on project-wide activities during FY85 is
presented in ARI Technical Report 746 . The technical papers reproduced in

V this Research Note serve as docume'ntation for various FY85 activities.
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VALIDATION OF THE ARMY'S
MILITARY APPLICANT PROFILE (MAP)

AGAINST AN EXPANDED CRITERION SPACE

Clinton B. Walker
U.S. Army Research Institute for the

Behavioral and Social Sciences

November 1984

Presented at the Military Testing Association in
* Munich, Germany

This paper describes'research performed under Project A: Improving
the Selection, Classification, and Utilization of Army Enlisted
Personnel. This nine-year, large scale program is designed to pro-
vide the information and procedures required to meet the military
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most qualified soldiers. The research is
funded primarily by Army Project Number 2Q263731A792 and is being
conducted under the direction of the U.S. Army Research Institute
for the Behavioral and Social Sciences. Research scientists from
the Army Research Institute, the Human Resources Research Organiza-
tion, the American Institutes for Research, and the Personnel
Decisions Research Institute as well as many Army officers and
enlisted personnel are participating in this landmark effort.

I



A

'I
4

I

.4~;

N

U

U

S

r

9

J
I.,

-A

ml.

-I

4
p

2

I
SW

I C vtrrrw t tttt-P VXe U
-i-u % %%'s~'m~ %. r~* .' 'S'S



MTA 19841
Munich, FRG

VALIDATION OF THE ARMY'S MILITARY APPLICANT PROFILE (MAP) AGAINST
AN EXPANDED CRITERION SPACE'1

Clinton B. Walker
U. S. Army Research Institute for the Behavioral

and Social Sciences

This research tests the predictive validity of the U.S. Army's
Military Applicant Profile (MAP) against a more varied criterion space than
in the past. MAP is a multiple-choice background questionnaire which is
now used to screen male volunteers who have not completed high school
(NHSG). Having been validated against a criterion of successful completion

* of the first six months of service, versus discharge for failures to adapt
(i.e., adverse causes like drug use or court martial), MAP is meant to
minimize such failures. Its 53 scored items form one scale of 0 to 106

* points on which scores of 62 or higher pass.

In 1977, the current scoring key was empirically derived from the
correlations of item-level responses with the criterion of six-month
success. Respondents then were 2,280 male NHSG trainees in their first

* three days of service at two Army posts. Data for the present research
come from over 8,000 applicants who took the MAP in Fiscal Years (FY) 1981
and 1982 as a pre-induction screen. In that same period, separate research
was being done on 9,600 trainees to develop new forms of MAP for use with
females and high-school graduates (Erwin, 1984).

In past research (Eaton, Weltin, & Wing, 1982), a strong direct
relation has been observed between six-month success and new recruits'

* scores on MAP. That finding and a similar one from the Navy's biodata
* screen (Atwater & Abrahams, 1983) suggest that adaptability is a continuous

variable. Thus, criterion measures of successful adaptation should vary
directly with individuals' scores on such measures. Owiing to the
likelihood of differences between the development sample for MAP and the
present sample, correlations somewhat lover than the .3-.4 range of the
original research (Frank & Erwin, 1978) were expected here.

The present work introduces the criteria of success beyond six months,
tenure, and promotions. Test scores in training and on the job are in-
cluded for exploratory purposes, but such cognitive outcomes should not
correlate highly with our biodata predictor. In two other respects this
work breaks new ground. First, it examines the effectiveness of the

* scoring key in a period of three to five years after its development.
Second, MAP's validity is tested on applicants for the first time.

All opinions expressed in this paper are those of the author and do not
necessarily reflect the official positions or policies of the U. S. Army
Research Institute or the Department of the Army.

'Thanks go to Drs. Karen Mitchell and Paul van Rijn for their helpful
reviews of a draft of this paper and to Winnie Young for creating the
datase t.
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* METHOD

Cases

The cases were volunteers for the enlisted Army who entered in FY 81
and 82 after taking the MAP at any of 69 Military Enlistment Processing
Stations (MEPS). During that period, 17 -year old male NHSG were the
official target of this pre-induction screen. In all, 10,415 machine-
acorable MAP answer sheets were scanned to provide the predictor scores.

The cases consisted of all applicants for enlistment in the Regular
Army between October, 1980, and September, 1982, who took the MAP, whose
MAP answer sheets were in condition to be machine scored, and for whom
matching records were found in the Army Applicant/Accession Files. About
500 answer sheets were not in scorable condition and 2,177 cases could not
be matched. We have no reason to think that those missing cases were
atypical. Cases with regular high school diplomas were excluded from all

4. computations, but LNHSG who were older than 17 (n""195) were not. Females
(n-266) were excluded because MAP had been keyed only on males. For
correlations with criteria, the 1,763 cases that did not enter the Army were
excluded, as were 334 early discharges for benign causes, such as hardship.
After these exclusions, the sample for analysis had 5,941 cases.

Data

Data were available from Army Applicant/Accession Files, a special
file of training data (2,156 cases), the Army Enlisted Master Files for FY
81/82, and DMDC gain/loss records. Information on dates and types of dis-
charges was available through September, 1983. Variables were chosen for
analysis based on their freedom from missing data, lack of extreme criterion
splits, and credibility under cross-checking.

Criterion variables were tenure, success of service, rank, scores on
training tests, and scores on Skills Qualification Tests (SQT). Tenure was
simply the number of days from date of entry to date of separation. For

V. cases who were still on active duty as of our latest information (viz.,
9/30/83), that date was used as their date of separation. Success was
defined as "absence of an adverse discharge" (i~e., an early separation for
bad cause). Success was examined at two points: the end of the first six
months of service, which is the end of entry-level training, and the end of
the dataset. The latter criterion is called one- to three-year success,
because of the boundaries in this dataset on possible successful tenures.
A case which received an adverse discharge during the seventh through
twelfth months of service was in the positive criterion group on the former
measure and the negative one on the latter. Rank was treated as an
interval-level variable with values of I through 5, for El through E5.
Training arnd SQT scores had been standardized to a scale of 0 to 100.

V.' Analyses

Validities were computed in terms of Pearson and point-biserial
correlations. For the criteria of tenure and rank, which were limited by

% time in service, the date of entry (i.e., a measure of the opportunity to
build tenure and rank) was partialled out in computing validities.



As a check on the sensitivity of MAP to extremes in adaptability, mean
MAP scores ware examined for the 402 accessions who had received preinduc-
tion moral waivers and for the 649 cases who had had absences without leave
(AWOL). Also, the moderating effect of MOS was tested by comparing the
validities for the 14 MOS which had more than 100 cases in the dataset.
In these MOS, the numbers ranged from 101 to 838, the median being 196.

RESULTS

For the 7,820 non-graduate male applicants, the means for total MAP
scores and AFQT percentiles ware 71.45 (SD-7.27) and 50.91 (SD-15.80),
respectively. Ninety-two percent of the sample made a passing score on
MAP. Of those who did not enter the Army, 77.5% had passed MAP, while 4.4%
of those who entered had failed it. Among the 5,941 accessions, MAP totals
and AFQT percentiles averaged 72.14 (SD-6.55) and 51.15 (SD=15.34), while
the non-entrants averaged 68.84 (SD-9.13) and 49.93 (SD=17.54). The
Pearson correlation of MAP scores and AFQT percentiles was 4.05.

The mean scores on MAP for the 860 who ware adversely discharged with-
in the first six months was 71.37 (SD-6.46), while the successful trainees
averaged 72.31 (SD-6.53). For the criterion of one- to three-year success,
the MAP scores ware essentially the same as these.

After six months of service 85.5% of the accessions had been success-
ful and 14.5% had received adverse discharges. As for one- to three-year
success, the split was 57% vs. 43%. Thus a full two-thirds of the adverse
separations happened after training, as shown in the average tenure of
adverse discharges: 363 days. In contrast, successful soldiers averaged
764 days of service.

First order Pearson correlations of total MAP score with tenure, rank,
SQT, and training tests ranged from .01 to .07. When the effect of entry
date was removed, the correlations of MAP with tenure and rank were, in
order, .068 and .043. Point biserials of MAP scores with the dichotomous
criteria of six-month and one- to three-year success ware .05 and .07.

Statistical adjustment of validities for the restriction of range in
MAP had little effect since the unrestricted standard deviation was only
one-tenth greater than that for the accessions. If the cut score had been
67 in these data, vice 62, the validities (again corrected for range
restriction) against the same criteria would have been as high as .13 at
the cost of excluding 18% of the accessions. The pattern of data
underlying these correlations is shown in Table 1, where means and standard
deviations on the criteria are given for six intervals of score on MAP.
In Figure 1, the non-linearity of the relation between MAP scores and cri-
teria is seen, outcomes being higher than expected for failing MAP scores.

Next, data for cases with preinduction moral waivers, AIEOLs, and
adverse discharges ware examined separately. The 402 waiver cases scored
less than one point lower (.11 standard deviations) on MAP than all other
accessions (71.47 vs. 72.19), but they had a rather lower rate of success

* I.
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(46% vs. 54%) in service beyond six months. As for ATOLs (n-649), their

mean scores on MAP were close to those for the remaining cases (72.03 vs.
72.19), but their rate of success over one to three years was much lower
(.35 vs. .59). The correlation of MAP with tenure for the 2,564 adverse
discharges alone was .03.

In the large-fill )S (combined n3,270), the rate of six-month
success ranged from 69% to 94% (chi square 113 dfl=97; p<.001), the
median being 87.5%. Mean scores on MAP in these MOS ranged from 71.53

to 73.08 (SD from 5.79 to 7.07). Six-month validities for the large M OS

% ranged from -. 17 to +.31, the difference between the extreme r's being
highly significant (2- 3.75; n of Ill and 127; p<.001). The next two
most extreme r's (.13 and -.05; n of 297 and 204) were almost signifi-
cantly different (z-1.93; p<.06).

DISCUSSION

Taken either datum-by-datum or as a ole, the evidence does ot
sho a strong relationsh p between scores on operational c in FY 81/82
and criteria that are indicators of adaptation. Even though many of the
valdt5es are significant at p<of, the proportions of variance accounted
for are never as high a .1. Several sources may have contributed to these
findings, including problems with the criteria, otivation/faking, an
changes in cohorts over time.

" "" " " ." * to, 73.08"r (SD- ' , fro 5""'".9 to 7.07)." Six'"-*'%'.'.'.''" ' .validities for,' the'''. " large MOS .""." ,



First, for over half of the adverse discharges, the cause is not re-
corded in behavioral terms. Thus adverse discharge occurs for a variety of
vaguely Identified causes. Also, rates of adverse discharge are subject to
a host of influences besides suitability screening (e.g., changes in reten-
tion policy at several levels of command; changes in the supply of adapt-
able youth). These facts work against the reliability of not only the cri-
terion of success vs. adverse discharge, but also the criterion of tenure,
for tenure is terminated almost exclusively here by adverse discharge.
The only variable whiich affected validities and rates of success vas MOS,
which implies that success may be due to an interaction of personal
attributes and those of work environment. Recently, research on these
latter variables (Olson, Borman, Roberson, & Rose, 1984) has been started
at The US Army Research Institute (ARI). Such work may make it possible to
improve measures of successful adaptation. Whether adverse discharges
during training occur for the same reasons as those after training is also
open to question. If not, then those differences may be a further source
of unreliability in criteria of success vs. failure.

Secondly, the present cases, being applicants, may have been motivated
to answer MAP so as to maximize their chances of enlistment. On the other
hand, the development sample in 1977, being in the Army already, may have
been willing to answer more candidly. Whether such motivational factors
lead to operational faking is now being examined at ARI (Walker, 1984).

Finally, the likelihood of a drift between the 1977 sample and
the FY 81/82 sample is confirmed by two sources. First, enlistment
standards were much lower in 1977, when ASVAB was misnormed and NHSG were
close to 50% of accessions (Grafton, Mitchell, & Wing, 1983). Wh~ile standards
were rising, the recruiting climate was improving, too. Second, the six-
month success rates in the development sample (80.2% in 2,280 NHSG of all
ages) and the present one (85.5% in 5,941 17-year olds) were significantly
different (phi..067; chi square [I dfl'.38.86; p(.001). The high success
rate in the present cases approaches the 86.4% rate of 8,312 graduates in
the 1982 developmental work (Erwin, 1984). These data, along with the
above average (for accessions) AFQTs of the present cases suggest that
these 17-year olds had been heavily screened before taking MAP.

Previous research on MAP at ARI (Eaton, et al., 1982) gives evidence
that is consistent with the hypotheses of faking, cohort drift, and pre-
selection of operational examinees. In that earlier work, 31% of the key

/ development sample failed MAP, compared with 8% of the cases here (phi.'.28;
chi square [1 dfj-813; p<.001). The 4.4% of present accessions who had
failed MAP may or may not be the same sorts of cases as the 31% failing MAP
in the 1977 data. The possibility that the 4.4% may have received par-
ticularly heavy screening is suggested by their performance on the cri-
teria, which was higher than expected from the earlier research as well as
from its deviation from the trends in outcomes of those who passed MAP
(Fig. 1).

Further analyses of the MAP datasets will test these explanations of
the present findings. In the meantime, three conclusions are warranted.
First, the fact that two-thirds of adverse discharges occur after six
months shows that success beyond six months needs to be tracked during key
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development to maximize the utility of scoring keys. The present datasets
could well be the basis for such work. Second, the variation in success
rates across MOS shows that diverse samples are needed for effective key
development. Diversity does seem to have been achieved in the latest
development work (Erwin, 1984), which gathered data at seven reception
stations. Finally, any instrument like MAP needs to be monitored from the
time of its implementation. Such monitoring would have the advantage of
using data from cases who have the appropriate motivation (i.e., applicants)
and would enable periodic updating of keys without special data collection.
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INFLUENCE OF SOLDIERS' EXPERIENCES WITH SUPERVISORS

ON PERFORMANCE DURING THE FIRST TOUR

Leonard A. White, Ilene F. Gast, Helen M. Sperling, and Michael G. Rumsey

U.S. Army Research Institute for the Behavioral and Social Sciences

A large Army project is currently underway to. validate new and current
predictors of first term soldier performance. Hbwever, job performance is not
only related to characteristics which are measureable and identifiable prior
to enlistment, but is also affected by experiences throughout a soldier's
life-cycle in the Army. An understanding of these post-enlistement influences
is important to the interpretation of validity coefficients linking
pre-enlistment predictors to later job performance. Research on leader
effectiveness (e.g., Jacobs, 1970; Yukl & Van Fleet, 1982) suggests that one
potent determinant of job performance is a soldier's experiences with his/her
superiors. Thus, a research plan was developed to examine leader influences
on soldier effectiveness in the context of this larger Army project. As a
starting point in this effort, the present investigation was conducted to
identify dimensions of leader behavior relevant to the performance of first
term Army enlisted. Based on these dimensions, measures will be developed and
used in subsequent research to examine leader influences on soldier
performance.

During the past 35 y-rars, many different taxonomies of leader behavior
have been proposed (see Yukl, 1981, for a review). Each of these research
efforts has led to a somewhat different set of categories and there has been
little -attempt to integrate the findings of various investigations (Yukl &
Nemeroff. 1979). Of the categories emerging from this work, the two most

* widely investigated have been Consideration and Initiating Structure (Stogdill
& Coons, 1957). Conceptualizing leader behavior in terms of two dimensions

* provided a useful starting point for research. However, it is now apparent
that this approach fails to isolate important leader behaviors that occur in
the work environment (Yukl , 1982). For example, measures of Initiating
Structure confound behaviors pertaining to clarification of subordinate roles,
use of discipline, monitoring operations, and work planning. Similarly,
measures of leader consideration fail to differentiate between performance
recognition, providing support, and allowing subordinate participation. In
addition, most taxonomies fail to include a number of leader behaviors known
to influence Work performance such as goal setting and performance modeling.

Recent research by Yukl and his colleagues (e.g., Yukl A Nemeroff, 1979)
has attempted to provide a more comprehensive taxonomy of leader behavior
which is general enough to apply to different kinds of leaders, yet specific
enough to provide relatively homogeneous categories of leader behavior. Based
on extensive research (e.g., Yukl & Van Fleet, 1982) with military officers
and civilian supervisors, these investigators identified 23 dimensions of
leader behavior, which were later collapsed to 12 dimensions. The 12
categories are planning and organizing, monitoring, problem solving,
clarifying roles and objectives, motivating task commitment, recognizing and
rewarding, developing, informing, consulting and delegating, supporting,
harmonizing, and representing. The present research extends the work of Yukl



and his colleagues by using the 12 dimension taxonomy as a basis for
classification of Army leader behaviors relevant to the performance of first
term enl isted.

Method

Collection of critical incidents

A critical incident methodology was used to collect examples of leader
A behaviors that resulted in effective (or ineffective) soldier performance.

Two critical incident workshops were conducted with 80 NCO in five MOS: 05C,
118, 19E, 63B, and 91B. Participants were trained to write behavioral
examples. In each example, NCO were asked to specify the circumstances
leading up to the incident, the leader's behavior, and the effect of the
leader's actions on soldier performance. When identifying examples, NCO were
encouraged to view performance in a broad context to include performance on
job-related tasks, motivation, morale, and reenlistment. In the workshops,
these NCO generated a total of 474 examples of leader influences on soldier
performance. The leaders described in the incidents were primarily NCO.

Evaluation of Yukl taxonomy

Yukl (personal communication, 1984) indicated that some modification of
the 12 dimensions probably would be required to capture the specific
influences of Army leaders on subordinates. Thus, the 12 dimensions were
evaluated by the authors to ascertain if the Yukl taxonomy omitted any

* important leader behaviors likely to influence soldiev performance. This
evaluation was based on a review of the critical incidents collected in this
investigation, research on managerial effectiveness, and Army leadership
man'uals. As a result of this analysis, one category termed "Discipline/
Punishment and the use of Constructive Criticism" was added to yield a total
of 13 dimensions. In addition, Yukl's category "Motivating Task Commitment"
was expanded to include the motivational functions of positive and negative
role models and termed "Leading by Example". Other categories were
embellished to provide more specific coverage of the behavioral requirements
of Army leaders, particularly NCO.

To determine if the incidents fit into the revised categories, two of the
authors classified a sample of 307 incidents using the 13 dimensions. The
categories selected by the authors matched for 90% of the incidents. Most
incidents were classified into a single category. A secondary category was
identified for 47 incidents containing multiple behaviors that involved more
than one dimension. All disagreements between the author-raters were resolved
through open discussion.

As a check on our classification schema, the incidents were categorized
by 31 NCO in MOS 19E who were familiar with Army leadership requirements. The
13 dimension taxonomy was then re-evaluated based on a cross-referencing of
results obtained by the authors and NCO raters. Prior to obtaining NCO
ratings, each of the 307 incidents was randomly assigned to one of six
"Leadership Example Rating Booklets". The examples contained in each booklet

A' were classified independently by groups of 5 or 6 NCO. Raters were asked to
place each incident into a single category, but were allowed to use two
categories if the incident clearly Involved more than one type of

Ile
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leadership behavior. A miscellaneous category was to be used if the incident
did not appear to fit one of the 13 dimensions. After selecting a category,
*judges indicated the level of effectiveness displayed by the leader in the
example. Ratings were made on a nine-point scale ranging from 1 (extremely
ineffective) to 9 (extremely effective). Those examples that show good
agreement regarding effectiveness ratings and categories may be used as
benchmarks defining different effectiveness levels in each category.

Results

A total of 307 incidents were rated by two of the authors and NCO.
Percentage agreement among NCO raters was 60% or better for 225 (73%) of the
incidents (Mean - 64% for all incidents). At least 80% agreement was obtained
on 146 (48%) of the incidents. The level of agreement fell below 40% for only
9(3%) of the examples. Multiple categories were used infrequently (2% of NCO
judgments). For most incidents, a single dimension was identified and no
incident was classified in the "miscellaneous" category.

Table 1 presents the frequency and percentage of incidents in each
category for the two groups of raters. A category was assumed to represent an

Table 1
Frequency and Percentage of Incidents in Each Category

Rater Group

Leader Behavior Overlapping
Category Authors NCO Classifications

Planning and Organizing 36
Monitoring 8 13%) 2%
Problem Solving 7 ( 3%) 2 (1%) 0 (0%)
Clarifying Roles 17 (5% 3 3 10.
Leading by Example 32 O% 27 23'
Recognizing and Rewarding 31 (10%) 32 (19O1 29 (9N)
Training and Developing 54( 18% ) 26 (8%) 25 8%)

5;Informing 7 (3%) 13 (4%) 6 (2%)
Delegating/Participation 8 ( 3%) 6 (2%) 4 (1%)
Supporting 36 (12% 37 (12%) 34 (11%)Disciplining/Punishing 69 23%) 47 15%) 46 15%)
Representing 1 (1%) 2 (1%) 0 (0%)
Promoting Teamwork I (1%) 2 (1%) 1 (1%)
No Consensus -- 70 112

Note. Number of incidents-307.

(a) Percentage agreement less than 50%. (b) Includes 70 incidents on which
NCO failed to reach consensus plus 52 that NCO and authors put in different
categories.
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Table 2
Definition of Leader Behaviors

Planning and Organizing. Planning ahead to accomplish mission, using
personnel and resources as efficiently as possible. Organizing and
scheduling specific tasks in advance, and securing necessary equipment and
materiel. Assigning tasks in a fair and reasonable manner.

Monitoring. Keeping informed about subordinates' progress and level of
performance, and events that affect mission accomplishment. Being present
as needed at work site to monitor performance and check on work progress.
Supervising execution of orders. Permitting subordinates to perform work
without excessive interference.

Informing. Specifying goals and performance standards to subordinates.
Giving orders and directions that let subordinates know how the mission is
to be accomplished and what part they will play. Passing information
through the chain of cormmand to subordinates, letting subordinates know
about decisions, plans and events that affect their work, and disseminating
technical information.

Leading by Example. Setting an example for subordinates to follow through
one's own appearance, motivation, personal conduct, military bearing,
professional competence, and technical /administrative knowledge.
Exhibiting bravery. Being willing to share hardships experienced by
subordinates.

Recognizing and Rewarding. Praising effective performance and improvements in
performance, snowing appreciation for special contributions and
aihievernents, and rewarding performance with tangible benefits.
Administering rewards fairly, and rewarding those who are deserving.

Training and Developing,. Providing skill training or arranging for it to be
provided. Providing assistance in a person's professional growth and
career development. Giving individualized instruction on specific tasks.
Finding opportunities for SM to practice skills learned in training.

Permitting Participation. Giving subordinates who have relevant information
and expertise the authority and responsibility for making task decisions.
Letting subordinates have some say in decisions which will affect them.
Asking for subordinates' ideas on work problems.

Support ing. Showing consideration for an individual's needs and feelings,
being supportive, acting friendly, demonstrating or expressing concern for
welfare, safety, health and personal well-being of personnel. Assisting
individuals in finding solutions to personal problems (e.g., debts).

Disciplining/Punishing and Use of Constructive Criticism. Taking appropriate
corrective action when a Subordinate violates a rule, disobeys an order, or
has consistently poor performance. Applying sanctions fairly and making
sure that the punishment given "fits the crime". Criticizing subordinate
mistakes in a constructive, calm, and helpful manner.
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incident if at least 50% of the raters used the category to describe the
leader's behavior. The rank order correlation coefficient between frequency
scores in each category was .87, indicating substantial agreement across
rating sources. The same category was used by both groups of raters to
classify the incidents in 195 (64%) of the examples. Extent of agreement
between authors and NCO was also computed for those incidents on which NCO
reached consensus. The percentage of identical classifications by the authors
and NCO for these 237 examples was 82%. Taken together, these results
indicate reasonable agreement across rating sources, keeping in mind that the
expected level of agreement based on random assignment to 13 categories is
quite low.

The highest levels of agreement were obtained for categories of leading
by example, recognizing and rewarding, and supporting. Low levels of
agreement were found for dimensions of problem solving, training and
developing, clarifying roles and expectations, and representing. Patterns of
disagreement among the categories used by the authors and NCO were examined
more closely.

Results of this analysis yielded several findings that were used to
modify the 13 dimension taxonomy. First, training and developing was probably
conceptualized too broadly. Fifteen examples classified by the authors as
representing training were placed in other categories by NCO. Second,
clarifying roles and expectations overlapped with behaviors concerned with
keeping soldiers informed of decisions, plans, and events that affect their
work. Third, a close examination of those examples on which NCO failed to
reach consensus revealed that the incidents often involved more than one type
of leader behavior and could be classified into several categories. Multiple
incidents were most evident in the context of providing feedback or
punishment. These behaviors were often associated with leader monitoring,
training and/or role clarification. Fourth, the categories of problem
solving, representing, and teamwork were used infrequently or inconsistently,
with low agreement across rating sources for these dimensions.

The modified version of the 13 dimension taxonomy is presented in Table
2. Based on the results of the present research the taxonomy was reduced to
nine dimensions. Problem solving was eliminated as a category and informing
was combined with clarifying roles and expectations to form a single
dimension. Training and developing was narrowed to differentiate this
behavioral category from other dimensions. In addition, categories of
representing and teamwork were dropped from the taxonomy.

Discussion

In this exploratory research, critical incidents described by leaders
themselves were used to identify relatively homogeneous categories of leader
behavior related to soldier performance. A taxomony of leader influences
developed in earlier research (Yukl & Van Fleet, 1982) provided a useful
framework for the development of this new taxonomy. Nine of the 12
categories identified by Yukl and his colleagues were represented in the final
set of 9 dimensions. As in the Yukl categories, the new taxonomy includes
most of the broader categories of behavior found to be important determinants
of subordinate performance in past leadership research.
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Problem solving appeared in the Yukl taxonomy, but did not emerge as a
separate category in the present research. The "problem solving situations"
appearing in the incidents described leader responses to sudden, short-term
"crises" involving first term soldiers, as opposed to long-term activities of
strategic planning or policy formation. In selecting a category for these
incidents, raters focused on the specific "problem-solving" actions by the
leader (e.g., discipline) which impact directly on soldiers. Thus, within the
context of the present research, problem solving behaviors may be viewed as
antecedent of more observable performance-relevant leader actions represented
in the taxonomy.

Representation was used infrequently as a category, a finding reported
by Yukl and Van Fleet (1982) in research with military cadets. This may be
viewed as surprising in light of evidence (Yukl, 1981) that a leader's success
in obtaining support from other units and superiors is related to unit
performance. Perhaps asking NCO to write directly to this category or
questioning commissioned officers who function as spokespersons for their
units would yield more examples of this aspect of leader behavior.

The development of this new taxonomy is the first step in a series of
planned research activities. Future research will quantify how the leader
activities represented in this new taxonomy relate to the type of power and
influence leaders acquire over their subordinates and multiple indices of
soldier effectiveness.
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THE FAKABILITY OF THE ARMY'S MILITARY APPLICANT PROFILE (NAP)
!

Clinton S. Walker
U. So Army Research Institute for the Behavioral and Social

Sciences

Abstract: The sensitivity to deliberate faking of the Army's
blodata screen, the Military Applicant Profile, was tested
experimentally. Groups of new recruits responded under
instructions to answer accurately or to fake in specific ways.
The effect of anonymity (va. giving names) was tested as well.
Implicationsfor theory and..EractIce are drawn.

Employers are perennially concerned that prospective
employees may falsity their credentials. Falsification may
take the form of either exaggerating or concealing quail-
ficattons. During times of a general draft, for example, the
services try to counter deliberate failure on enlistment
screens. With the labor market as it ts now, both private
employers (Love, 1984) and the services face the problem of
applicants giving information about themselves that is
unrealistically positive.

The U. S. Army nov uses a background questionnaire, the
Military Applicant Profile (MAP), to screen male volunteers who
have not finished high school. MAP is a multiple-choice
questionnaire that lifentiftes applicants who are likely to
adapt ouccessfully to Army life. In content, it covers a
mixture of topics, including work history, academics, social
activities and habits, athletic activity, and expectations of
military life. Response choices are scored In terms of weights
that are based on observed success rates of soldiers in the
past who picked each choice. As a final step In developing the
scoring keys, adjustments were made in the empirically based
response weights to reduce the effect on scores of picking the
most socially attractive answers. MAP has been validated
against a criterion of completion of the first 180 days of
service versus involuntary discharge for reasons of conduct
(Eaton, Welttn, & Wing, 1982). Recently new forms of the
instrument have been developed for use with females and high-
school graduates as well as non-graduate males (Erwin, 1984).

The present research addresses two questions: can deltber-
ate faking on MAP affect the way people respond? And can such
faking affect scores on the scoring key? These questions are
links In a chain of Inquiry to determine whether faking is under-
mining the validit of the instrument In Its operational use.

The opinions in this paper are those of the author and do not
necesmarily reflect the official positions or policies of the
U. S. Army Research Institute or the Department of the Army.

5001 Eisenhower Avenue, Alexandria, VA, 22303. 202-274-8275
Areas of interest: HRD, HRUI.
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In the present research, naming (vs. answering anonymously)
is varied to test the hypothesis that asking for people's names
on a self-report instrument ts equivalent to asking them to try
to make themselves look good. That hypothesis is supported by
two experiments. In the first (Haymaker & Erwin, 1980), Army
recruits took MAP for attribution under instructions to anaver
accurately, then retook it under instructions to fake good.
Although scores of some items changed significantly, total
scores on the Instrument did not. Those results are consistent
vith the notion that faking on the first administration had
already raised scores as high as it could. The second expert-
ment (Atwater, 1980) found that Navy recruits who answered the
Recruit Background Questionnaire (RBQ) for attribution scored
slightly but significantly higher than other recruits vho
answered anonymously.

The naming hypothesis is Important because biodsta screens
are validated under the condition of responding for attribu-
tion. Since instruments like MAP and RBQ have proven usefully
predictive, then that predictive power may occur despite name-
induced faking. If so, then there may be little additional
effect that other sources of faking could have on scores.

0: Regarding construct validity, the naming hypothesis bears

on the question of the meaning of scores on such instruments.
Do they Indicate candid histories, self-serving performances,

or something else?

Method

Instruments

A 112-item questionnaire was prepared consisting of the 52
scored items from one form of the operational MAP plus 60 other
items from its forthcoming edition. The 60 vere chosen for
their suspected vulnerability to fsking.

Respondents

Participants were 1816 new recruits at three Army poets
during April and May, 1984. These recruits vere In their first
three days of service at In-processing sites called Reception

Stations. In composition the sample was 88! males, 86%
high-school graduates or above, and 66% Regular Army (vs. 34!
National Guard and Reserves). The mean age was 20, the median
being 19. Participants came from at least 147 of the entry-
level military occupational specialties, 101 persons being
by far the most from any one specialty.
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Procedure

The author administered the instrument in large testing
rooms to 21 groups which had a median N of 65 (range: 8 to
226). In total, the time for instructions and responding was
about 50 minutes, with about 902 of the participants finishing.
Respondents answered on a machine scorable answer sheet.

All groups were told that this data collection was for
research purposes only and that they were to play a role while
answering the questionnaire: the role of civilian applying for
military service. The Instructions diverged into four
treatments at this point. As a baseline, one group was told to
answer as accurately and honestly as possible. They were told
that this research is for developing better ways of scoring the
new NAP.

In contrast, the other three groups were told to try
to make their pretended applicant look good or bad. In two
'fake good' conditions, one group was to try to answer so as to
look as attractive as possible to the Army (fake unrestrainedly
good), the other to look good, but not so much so that the
pretense would be obvious (fake discreetly good). The final
group was to answer so as to make themselves look unattractive
to the Army, but believably so (fake discreetly bad). To
Justify the faking instructions, these groups were told that
this experiment was for developing ways to identify and counter
faking on the new MAP. The researcher answered questions about
the tactics or content of faking by saying to pick the answer
that the recruit thought the Army vould or would not want to
hear.

Anonymity (vs. responding for attribution) was crossed
with the four treatments by asking some groups for names and
social security numbers on the answer sheets.

Analyses

The questionnaire items were analyzed in terms of two
metrics, the raw Item scales (response A-1, 1-2, etc.) and the
empirically keyed response weights. The latter were available
for the 52 scored items from the operational form of MAP. At
the level of the individual item, the effect of instructions on
raw scales was tested with chi square, while the effect on the
scoring weights was tested with t-tests. The two scales serve
to answer different questions: the raw scales show whether the
treatments are associated with different patterns of responses,
while the scoring weights show whether instructions affect the

output of the scoring key.

Statistical significance being sensitive to sample size,
Cromer's V was also used on the raw response scales. Values
of V ore affected by the degrees of freedom, so it gives lower
bound estimates of strength of effect, on a scale of 0 to I.
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To produce a total score for any set of MAP Ittes, it is
not meaningful to deal with the raw item scales. The Items
differ in numbers of choice@; some are entirely categorical;
and many have only pertly ordered response choices. To get a
total score on HAP for a respondent, the keyed item scores, all
of which have a range of 0 to 2. are simply summed. Analyses of
variance were run to test the effects of the manipulations on
total MAP scores.

Results

The sample for analysis Included 1788 recruits, after A6
had been excluded for answering less than 60 ofche questions or

defacing the answer sheets. before further selection of cases,
%the go in the tour treatments were 631. 4681. 525, and 151 for

fake unrestrainedly and discreetly good, controls, and fake
bad, respectively.

- For the first outcome measure which was analyzed, the raw
item scales, Table I shove the numbers of items out of 112
which had significantly different distributions (p<.05) in
selected pairs of treatments. It is apparent that the various
instructions changed these distributions for most of the
individual items. Table I also gives the median Cramer's V for
the items In each condition which had significant chi square#.
The strongest departures from the controls were In the fake
unrestrainedly good and fake discreetly bad conditions.

For the second item metric, the empirically weighted
responses, t-teste were run on each of the 52 keyed Items. The
predicted magnitudes of scores were as follows: fake unre-
strainedly good>fake discreetly good>control>fake discreetly
bad. However, the results did not consistently support these
expectations in the first three treatments. In comparisons
of the first two conditions, 37 of the 52 Items had means that
were significantly (p<.OS) different, but for 26 of those, the
discreetly good group scored higher. The maximum strength of
effect (omega square) for that set of tests was .0695.
Comparing unrestrained faking good with the controls, 34 items
differed significantly, but 23 of those favored the controls.

On the other hand, while only 23 items produced signif-
Icant differences between the controls and the discreetly good
group, 16 of those means were higher for the fakers. The
greatest strength of effect here (omega square) was .0488.
Finally, the fake bad condition gave consistent results: 44
Items differed significantly, 38 of those favoring the
controls, and strength of effect running as high as .21.

Total scores on the operational H&P were analyzed in a
Treatments by Anonymity analysis of variance. fnly the 176R
recruits who answered 47 or more of the 52 keyed items (i.e.,
90% or more of the items) were included. Scores of those who
answered 47 to 5i of these were proportionally adjusted to a
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base of 52. In Table 2, cell means from this analysis are
shown. The different instructions had a strong effect
(F(3,1760)-408.6; p<.OO01), even when the faking bad condition
was not included (F(2,1620)-44.5; p<.OO). Naming and its
interaction with treatments had no discernible effect. Each
faking condition was significantly different from the control
(p<.OO), but the two fake good conditions did not differ
significantly from each other.

The effects of giving or not giving names on distributions
of raw item responses vere tested only on the responses of the
controls because that condition resembles preinduction testing
most closely. fot this analysis there were 380 anonymous and
163 named respondents. On only six of the 112 items did the
naming manipulation have a significant effect.

Discussion

Instructions to fake deliberately in answering the Army's
MAP do influence the distributions of response choices. The
effects are frequent and strong, judging from the number of
items shoving significant chi-squares and from the values of
the Cramer's statistic. The strongest departures from the
control condition are in the tvo groups vhich are conceptually
most different from it: faking to look extremely good and
faking in the direction opposite that of everyday impression
management. Table I shows that the nominal difference between
faking good unrestrainedly and discreetly i psychologically
real to service-age youth. How often they can and vill make
that distinction in the operational setting is open to
question.

From the absence of effects due to giving names, we draw
tvo conclusions: asking for names did not have the same effect
a instructions to fake good; and, the controls were probably
answering validly even when not protected by the safety of
anonymity. Although our hypothesis on the effects of giving
names is not supported, the results confirm the harmlessness
of asking for names in collecting data for the announced
purpose of research, at least with an item pool like NAP's,
that excludes intrusive or sensitive questions.

The influence of experimental faking on the operational
scoring system is significant at the item and total test level,
but the effects are large and consistent only in the faking bad
condition. As noted above, the empirically derived scoring
keys were originally designed to counter faking good. The data
here Imply that the adjustment keeps the effects of that tactic
small. But MAP is very vulnerable to faking in the direction
it was not keyed to resist. Research under different
conditions of the labor market would be needed to produce a
biodeta instrument which could resist faking bad by draftees.
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One difference in the information In the raw Item scales
and In the scoring weights is that the fake discreetly good
condition was most similar to the controls In the former but
most similar to the extreme fake good condition In the letter.
That is, discreet faking good Is not as obvious (in terms of
raw response distributions) as extreme faking, but it affects
the keyed scores just as much. Both of the fake good treat-
ments produced gains of about four points out of a possible 104
on the total test score. That gain replicates the size of
effect of fake good Instructions In a pilot of this experimeot
on 500 recruits this past spring.

What t the import of this four-point mean difference for
the operational validity of MAP? That i not clear from these
data because we do not yet know the frequency of faking In
operational testing. The means of the control and fake good
groups are less than one standard deviation (of the scores of
individuals) apart. From archival data we know that only 14%
of applicants who took the MAP in fiscal years 1982 and 83
scored in the four-point interval above the cut score.
Nevertheless, such large numbers of applicants will take MAP
when its use is extended to all applicants that it may prove
appropriate to try to counter faking.

The research literature on faking finds that practically
any measure can be deliberately faked, all the way from
involuntary bodily reactions to lie-detection scales. A
finding that a measure can be faked does not automatically mesn
that it Is faked in an applied setting. Thus the finding that
MAP Is somewhat fakable is necessary to show the potential for
operational faking, hut not sufficient to show the reality.
Further work in this research program will develop fake-
detection keys and then apply them to archival data on
applicants In 1981/82. Only if the applicants who showed a
faking pattern of responses had sub-par records of later
performance In the Army, and only if these cases occurred In
any sizable numbers, will faking to look good need remedying.

Further data collection In the present experiment ts under
way to gather enough numbers for cross-validating fake detection
keys and to test the resistance to faking of new scoring keys.
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Table I
Numbers of items out of 112 having significantly different
distributions of responses In selected pairs of treatments
(Chii square tests; alpham.05)

yoke yoke Control Fake
very very To Discreetly

Comparison To Cood Fake Bad
Discreetly TO Discreetly To

Cood Control Cood Control
wo. of esg
differences 101 110 61 108

Median
Cramer's o20-o24 010-.34 010-014 .40-.44
V of the
aso Items

No to each 628/479 628/518 318/479 151/518
Treatment

Table 2
Mans total scores, standard deviation*, and cell No by
treatments and naming conditions

Treatment mean Standard Deviatiou N

Falke unrestrainedly good
Anonymous 68.5 7.7 285
Named 66.9 6.1 141

Yake discreetly good
Anonymous 68.6 6.9 264
Named 67.9 6.7 215

Control
*Anonymous 64.1 8.5 177

Named 65.1 7.1 142

Fake discreetly bad
Anonymous 41.0 11.1 101
Named 44.4 11.6 19
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ASSESSING THE UTILITY OF A PERSONNEL/CLASSIFICATION SYSTEM

Robert Sadacca John P. Campbell
Human Resources Research Organization

March 1985

Presented at the meeting of the Southeastern Psychological
Association at Atlanta, Georgia

This paper describes research performed under Project A: Improving
the Selection, Classification, and Utilization of Army Enlisted
Personnel. This nine-year, large scale program is designed to pro-
vide the information and procedures required to meet the military
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most qualified soldiers. The research is
funded primarily by Army Project Number 2Q263731A792 and is being
conducted under the direction of the U.S. Army Research Institute
for the Behavioral and Social Sciences. Research scientists from
the Army Research Institute, the Human Resources Research Organiza-
tion, the American Institutes for Research, and the Personnel
Decisions Research Institute as well as many Army officers and
enlisted personnel are participating in this landmark effort.
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ASSESSING THE UTILITY OF A PERSONNEL/CLASSIFICATION SYSTEM1

Introduction

A major issue in the development and evaluation of a personnel selection
or classification system concerns how to assess the net gain to the organiza-
tion from using the new system vs. not using it. It is a natural question
for management to ask and it has been a major issue in the professional pe.-
sonnel research literature for quite some time.

Historically, the issue has been addressed by casting it into a
decision-making framework and treating it as a decision-making problem. As a
result, previous research and theory on decision making from a variety of
disciplines become relevant. Once these steps are taken, the two principal
questions then become: (1) how can the payoff from a particular course of
action be evaluated, and/or (2) how can the relative payoff from different
courses of action be compared?

To answer such questions at least three major things are needed: (1) a
model that portrays the relevant parameters in the decision-making process
and specifies how they are interrelated, (2) a metric that can be used to
represent the value of the outcomes that result from a particular course of
action, and (3) a method for estimating the parameters of the model in the
appropriate metric.

We know a fair amount about modeling personnel selection decisions
(e.g., Cronbach & Gleser, 1965) and somewhat less, but still quite a bit,
about modeling personnel classification decisions (e.g., Rulon, Tiedeman,
Tatsuoka, & Langmuir, 1967). A great deal of effort by psychometricians and
industrial psychologists has been put into the development and refinement of
such models (cf. Cascio, 1982a). We are much less clear as to the metric in
which the outcomes of a personnel selection or classification decision should
be expressed.

The Utility Issue in Industrial Psychology

Although the following steps have not occurred in a perfect
chronological order, the progression of attempts by psychometricians and
personnel researchers to portray the benefits of selection and classification
has been something like the following.

The validity coefficient, in the form of the product moment correlation
between a predictor composite and a criterion composite, is the classic
method by which the value of a selection program is represented. However, as
is widely acknowledged, the correlation coefficient is a difficult metric to

1 This research was funded by the U.S. Army Research Institute for the
Behavioral and Social Sciences, Contract No. MDA903-82-C-0531. All
statements expressed in this paper are those of the authors and do not
necessary express the official opinions or policies of the U.S. Army Resez-ch
Institute or the Department of the Army.
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interpret. Early on , a number of transf ormat ions such as the coef f ici ent of
determination (rzxy), the index of frcsi efficiency (1- LP 1_rdXy) n
the standard error of prediction (SY - r 7) were suggested and found
wanting. They still depended very Heavily on the correlation coefficient,
itself, and cannot be interpreted directly in terms of benefits from decision
making.

A more useful kind of transformation is represented by the various ways
of using the bivariate distribution to construct decision tables. The
Taylor-Russell tables (Taylor & Russell, 1958) are examples. With these
transformations, the metric becomes the proportion of correct predictions
that are made by one selection method vs. another. One benefit of looking at
selection payoff in terms of decision accuracy is that it illustrates quite
clearly how even a small relationship between predictor and criterion can
produce significant gains in the number of successful people selected if the
selection ratio is very low and/or the variability in performance is high
(e.g., base success/failure rate = .50). However, to express the value of
selection in these terms the organizatiun is required to define specific
criterion categories (e.g., successful vs. unsuccessful performance) and to
view all the outcomes in a particular category as being equally valuable.

A new dimension was added by the classic work of Brogden (1946) who
showed that if both the predictor and criterion measures had interval prop-
erties and if the relationship between them was linear, then the correlation
coefficient is linearly related to the gain in performance in the selected
group. Further, the gain, in standard criterion units, that will result from
selection can be estimated using existing prediction (i.e., decision) models
if a cutting score is set on the predictor. Brogden also argued that a
desirable metric for performance and performance gain would be to determine
the dollar value of variability in performance. It remained for Cronbach and
Gleser (1965) to add the consideration of selection costs and to portray the
utility of selection benefits in terms of the dollar value of performance
increases minus the costs of selection. Cronbach and Gleser also elaborated
the utility formulation to include more complex selection modes (e.g.,
multiple hurdles) and made an attempt to formulate classification decisions
in utility theory terms.

The application of this kind of utility/decision theory to selection and
classification problems was hampered by the difficulty of estimating the
variability of performance in dollars, which is a major parameter in the
model. Recently, Schmidt and Hunter (1979) proposed a rather simple solution
in which supervisors are used as judges to scale individual performance in
dollar terms via a magnitude estimation technique. Judges are asked to
estimate the dollar payoff of performance at the 50th percentile and the 85th
percentile for people in the job in question. The difference between the two
estimates is taken as the standard deviation of individual performance in
dollar terms (SDy). So far, not much attention has been paid to the basis on
which supervisors make such judgments although the value for SDy is
frequently between 40 and 60 percent of the annual salary for the position.

Cascio (1982b) has proposed another technique for estimating SDy in
dollars that also uses expert judgment and is tied explicitly to salary. Job
analysis is used to determine the major task components of a job, their rela-
tive importance is determined by expert judgment, and a magnitude estimation
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technique is used to rate every person's performance on each task factor.
Average total salary is apportioned to each factor in accordance with its
importance weight. Average performance is set equal to 1.0 and the resulting
scale is multiplied by the proportion of salary designated for that factor.
Performance differences have thus been converted to a dollar metric and the
standard deviation of the aggregate differences are put into the Cronbach and
Gleser equation.

Utility Judgments in the Military Context

Two principal factors make it difficult to apply the previous work on
utility metrics and utility estimation to the Army context. Fi rst , compen-
sation practices in the Army vs. the civilian sector are quite different.
Salaries to not differ by MOS and thus cannot be used as an index of the
job's relative worth to the organization. Second, the Army is not in
business to provide products or services so as to maximize profit. Its
overall mission is to be prepared to defend the U.S. against military threats
that everyone hopes will never come. It is difficult to put a monetary value
on success or failure or to even think of the utility of jobs in terms of
their monetary benefit. Dollars may not be an appropriate metric with which
to evaluate a new classification system aimed at maximizing preparedness for
catastrophic events. However, resources are not unlimited and choices among
alternative personnel practices will be made whether or not there is an
explicit utility metric on which to make comparisons. One operational answer
to the problem is the system currently in use in the U.S. Air Force.

The Ai r Force Procedure

Entry level assignments in the Air Force are made by the PROMIS selec-
tion and classification system (Ward, Haney, Hendrix, & Pina, 1978). In very
brief terms, the individual assignment is a function of the following five
parameters:

1) The level of predicted training success using the Armed
Services Vocational Aptitude Battery (ASVAB) and other
applicant information as predictors.

2) The individual's job preferences.

3) The rate at which the targeted quota for a job is current-
ly being filled.

4) The rate at which the minority group targets for each job
are being filled.

5) The scaled importance value of each job holder aptitude
level x job difficulty combination.

It is this last parameter that serves as the analog for a utility metric
in the Air Force system. Previous scaling research using expert judges has
produced an overall scale value for the relative importance of each combina-
tion of job difficulty (as determined by expert judgment) and the aptitude

31



level of a job holder as determined by ASVAB scores. In general, the greater
the job difficulty or the higher the aptitude level of the individual , the
higher the value of that personnel assignment. However, the prediction
surface that relates the aptitude level/difficulty level combination to
assignment value is not a linear plane.

The approach of Project A2 to the problem is similar but 'different.
Instead of scaling the relative importance of job difficulty x aptitude level
combinations, the focus of Project A is on assessing the differential value,
or payoff, from MOS x predicted performance level combinations.

Specific Utility Issues for Project A

The overall objective of Project A is to produce the information neces-
sary to develop a functional personnel classification system for all enlisted
personnel. The objectives of Project B, a concurrent, related effort also
under the direction of the U.S. Army Research Institute, are to develop the
necessary algorithms for relating labor supply forecasts, applicant informa-
tion, and forecasts of system needs in an assignment system that uses Project
A data in an optimal fashion.

Within this context, the utility problem for Project A becomes one of
assigning utility values to MOS x performance level combinations. That is,
if it is true that personnel assignments will differ in value to the Army
depending on the specific MOS to which an assignment is made and on the level
at which an individual will perform in that MOS, then the value of a
classification strategy will increase to the extent that the differential
values (utilities) can be estimated and made a part of the assignment system.

For Project A the problem of estimating such utility values breaks down
into a number of specific questions.

First, there is the matter of how performance levels should be defined.
Should it be in terms of some general performance dimension that is left
unspecified and defined only in terms of relative rank (e.g., percentiles)?
Should a general performance dimension be explicitly defined perhaps with
behavioral anchors developed via critical incident methodology? Should
individual performance components be defined and then explicitly weighted for
combination into a total score? All of these are possibilities and a
specific research question concerns how performance levels should be defined
and described in the MOS x performance level combinations.

A second specific question concerns what is the most appropriate metric
for describing the relative value, or utility, of differential assignments

2 Project A, Improving the Selection, Classification, and Utilization of
Army Enlisted Personnel, is a nine-year, large scale program designed to
provide the information and procedures required to enlist, allocate, and
retain the most qualified soldiers. It is being conducted under the
direction of the U.S. Army Research Institute for the Behavioral and Social
Sciences.
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across MOS/performance level combinations. Previous work in a selection
context in personnel psychology has appealed almost exclusively to a dollar
metric and has tried to estimate the variability in payoff from people at
different performance levels in dollar terms. However, estimating dif-
ferential payoff f rom a system wide cl ass if icat ion system remai ns
unexplored. Since the dollar metric may not be appropriate for the Army
context and because there is little previous work on applying utility theory
to personnel classification, the metric question for Project A is a very
difficult one. It suggests an exploratory approach.

Assuming the question of the metric is resolved, the specific method(s)
to be used for estimating differential assignment utility in the appropriate
metric must then be considered. Only two options seem even possible. First,
it might be possible to relate the performance of individuals or units to
some kind of "bottom line" measure that Army management would consider an
appropriate metric. For example, realistic field exercises could be used to
determine the relationships of individual performance measures to the
performance of a unit in a simulated engagement. The difficulties with this
approach revolve around the expense of collecting such data, the necessity of
having such exercises for each MOS, and the necessity for equating scores in
some way across MOS. A second alternative, which could be combined with the
first, is to appeal to scal ing technol ogy and to use expert judges to
estimate the relative value of differential personnel assignments. There are
a variety of scaling models and scaling techniques from which to choose and a
major difficulty would be in choosing the procedure which is feasible, makes
the best use of the informatiun held by the judges, and provides sufficient
internal validity information to generate confidence and acceptability for
the scale values.

Since the above questions are difficult ones and have been largely
unresearched in the past, the plan that was developed for addressing them is
exploratory in nature. It tries to proceed from a very broad consideration
of all possible issues to a focus on a procedure that is valid, feasible, and
acceptable to the Army.

General Procedure

The general procedure for arriving at estimates of assignment utilities
for MOS x performance level combinations will involve three phases, the first
of which is complete.

Phase one consisted of a series of seven small group workshops with Army
officers. The workshops were designed to explore a number of issues
pertaining to utility, utility metrics, utility estimation, and the
definition of performance levels. Each workshop was divided into a period
for trying out prototypic judgment tasks and a period for open-ended -

discussion of issues.

Although the atmosphere was informal and the participants were free to
bring up any questions or issues they wished, the questions that were used to
guide the discussions were the following.

1. How shall measures of performance be weighted and overall -

performance defined?
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2. What kinds of scaling judgments can officers reasonably be asked to
make?

3. Are there major scenario effects on performance factor weights and
utility judgments?

4. In what metric should the utility of enlisted personnel assignments
be expressed?

5. What is the form of the relationship between performance and utility
within MOS?

6. Who will make the best judges for the final'scaling?

The specific judgment tasks that were tried out in phase one will be
discussed in more detail in the next section of this paper; however, their
general nature was as follows:

1. Assignment of importance weights to performance factors.

2. Rank ordering overall utility of MOS x performance level
combinations when performance was defined in percentile terms.

3. Ratio judgments of comparative utility for different MOS x
performance level combinations.

Th e specific reactions of each participant to the sample scaling tasks
were also used as items for general discussion.

Phase two will consist of another series of workshops devoted to a more
focused and in-depth exploration of the utility issues and estimation
problems identified in phase one. They will include obtaining reactions from
the participants to descriptions of hypothetical results obtained with a new
classification system when the payoff from using the system is expressed in a
variety of ways. The final three workshops in the series will be devoted to
a systematic tryout of what seems then to be the two or three best approaches
to utility scaling.

Phase three entails the collection of the utility data that will
actually be used with the 83/84 cohort validation data to develop the
techniques for estimating overall classification validity.

The Exploratory Utility Workshops

The preparation of the utility judgment procedures, the conduct of the
exploratory workshops, the analyses of the judgment data, and the subsequent
preparations for the next workshop can perhaps best be viewed as a research
process. There was no vigorous testing of hypotheses, no experimental design
or testing for statistical significance. If something didn't seem to work it
was dropped or modified; if something else occurred to one of the present
writers or was suggested by one of the workshop participants it was tried
out. We were essentially trying to figure out what could possibly be done,
before worrying about how to most effectively do it.
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Workshop 1

A critical initial concern was whether Army officers would be willing to
make evaluative judgments comparing the utility of enlisted soldiers in
different military occupational specialities (MOS). Officers might, for
example, argue that all military jobs are essential, and that it does not

* make sense to say that the soldier who transports the ammnunition has any less
utility than the soldier who fires the weapon, or the soldier who treats the
wounded, or the soldier who feeds the troops.

Assuming that officers would be willing to assign different utility
values to different enlisted MOS/performance level combinations, another
critical concern was what military situation or scenario should be used as
the context in which the judgments of utility are made. It seemed very
reasonable to believe that the utility to the Army of different military jobs
and performance levels within those jobs, would vary as a function of the
stipulated military situation. Infantrymen or armor crewmen at most if not
all levels of performance, for example, would most likely be assigned higher
utility values under a wartime scenario than under a peacetime one.
Likewise, differences in utility values of different MOS/performance level
combinations could well exist from one wartime scenario to another, e.g.,
armor crewmen might be judged to have relatively less utility in a jungle

- war than in a European conflict.

A third concern centered on what considerations enter into judgments of
utility made by Army officers. When evaluating a soldier's utility; what
contributions to mission accomplishment are the officers emphasizing? For
example, are they thinking more in terms of inflicting damage on the enemy or

* survival of their units?

To get an initial understanding of the first two issues, it was decided
not to provide any military context for making the utility judgments to
officers attending the first workshop (six field grade officers from the Army
Research Institute, the organization sponsoring Project A research). We were
interested in finding out whether they would evoke their own military context
for the judgments, and if so, what context would they choose. As we were
also concerned with the reasonableness of the utility assignment task from
the officers' point of view, we also decided to keep the scaling task at the
ordinal level, that is, to only ask for a rank ordering of MOS performance!
level combinations rather than for more sophisticated judgments that could
yield an interval or ratio utility scale.

Subsequently, after a brief introduction to Project A and a discussion
4, of the concept of job performance utility, the six officers were given the

task of rank ordering a set of 57 enlisted MOS/performance level
*combinations. Exhibit 1 gives the directions used for the utility rank

ordering and an example of the stimulus cards that contained the MOS/
performance level combinations. The officers were also given a separate
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listing of the 19 Army Military Occupational Specialty (MOS) 3 summary job
descriptions to facilitate their judgments (Exhibit 2). Although
administered in a group setting, the officers independently performed the
rank ordering.

Perhaps the most important result of this first attempt at obtaining
utility values of Army MOS was the one that was immediately apparent -- the
officers were willing to do the task. They did not argue that it was an
unreasonable one as we had feared they might. They seemed to undertake the
task quite seriously and carefully.

Another significant result emerged in the post task discussion: Each of
the six officers had independently chosen the same scenario -- that of a
European war -- as the context in which they had rank ordered the utility of
the MOS/performance level combinations. In the discussion period, the
officers expressed the opinion that the Army's principal current mission is
to ready itself for such a possibility. They agreed that had they used a
peacetime or a different wartime context, that their utility rankings would
most likely have been different. But they felt even if we used a peacetime
scenario it should be one that emphasized training and other readiness
activities geared toward the outbreak of hostilities in Europe.

The rank order intercorrelations among the officers were computed across
the 57 MOS/performance level combinations. These correlations ranged from
.29 to .90 with an average of .69. These results were heartening, since they
indicated that quite reliable (.95 or above) average utility ranks could be
obtained by using 10 or more judges. The results also indicated that there
may be a fairly common frame of reference among Army officers in their evalu-
ation of MOS/performance level utilities.

The officers were next asked to evaluate the relative priority of
eight 4 outcomes of a military engagement that could result from effective
performance of enlisted personnel in that situation. (Table 1 lists the out-
comes used.) The military scenario (chosen before the workshop began) was
one describing the outbreak of hostilities in Europe that had been used
previously in other Project A activities5. It is shown in Exhibit 3.

Five officers (one officer had to leave) evaluated the relative priority
of the outcomes using two different scaling techniques in counterbalanced
order. In one method, they first rank ordered the eight outcomes. Then
assigning ten points to the lowest ranked outcome, they assigned points to

3 The 19 MOS constitute the sample MOS selected by Project A to be repre-
sentative of Army jobs. For a description of how this sample was drawn see
Improvin5 the Selection, Classification, and Utilization of Army Enlisted
Personnel: Annual Report (Research Report 1347). Alexandria, VA: HumRRO,
AIR, PDRI, and ARI. October 1983.

4 The eight outcomes were chosen by the writers without regard to any
official Army doctrine.

5 The chosen scenario was used in the evaluation of the importance of
specific job-related tasks for various MOS.

36



Table i "

Outcome Importance for a Wartime Scenario
(n = 5 Field Grade Ofdficers, Workshop 1)

1ean Mean
Outcome Rank Scale',

Increased force survival 2.2 124

Enhanced readiness 3.0 114

Enhanced efficiency or cost-effectiveness 7.8 i8

Enhanced mobility and fire power 2.6 108 a.

Enhanced physical and psychological well-being 5.4 61

Increased local civilian cooperation and support 7.2 30

Decreased capability and performance of enemy units 3.0 1OC

Enhanced performance of supporting Army units 4.8 85

*Scale: Assign 10 points to lowest ranked outcome.

.
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the remaining outcomes in accordance with the perceived ratio of their
importance to the lowest ranked outcome. In the other scaling method, the
officers were presented the eight outcomes in a paired comparison format --
for each possible pair of outcomes their task was to divide 100 points
between the outcomes in a manner that reflected the outcomes' relative
importance in the given military situation.

Our primary interest in trying out these two scaling techniques was to
obtain the officers' reactions to them. They distinctly did not like the
paired comparison format, feeling that it was like a test of their consis-
tency in assigning importance points. (Each of the 28 possible pairs was
presented on a separate card and the officers had been instructed to rate the
pairs one by one without going back over their earlier judgments).

Although the officers did not express any strong negative reactions to
the scaling method that involved assigning ten points to the lowest ranked
outcome, several of the officers did indicate they would have liked to assign
zero points to one or more of the outcomes. Moreover, examination of the
distribution of points across the eight outcomes indicated wide between judge
vari abil1i ty. The mean number of points assigned the 8 outcomes ranged from
59 for one judge to 119 for another. The standard deviation of points

- ~ assigned the eight outcomes ranged from 30 to 86. We decided to try out a
scaling method that might better control for interjudge differences in
assigned points in the next workshops.

Thfe mean rank order assigned the eight outcomes are given in Table 1.
These rankings are of interest in two regards. First, they show the relative
emphasis put by the five officers on force survival in the fluid battlefield
situation described in the wartime scenario used. In the following discus-
sion period, the officers emphasized the importance of keeping units intact
and ready to fight in such a war. Reducing enemy capacity, although ranked
high, had lower overall priority than unit survival.

Of equal interest was the low rank given to the outcome, enhanced
No efficiency or cost-effectiveness. This outcome was ranked last by four of
%. the officers, and next-to-last by the fifth officer. In the discussion
% period, some of the officers indicated that in their opinion dollar cost
% considerations had no place on a battlefield, that losing or even winning a
% war could not be evaluated in dollar terms. They further indicated that the

costs of training and equipping soldiers did not enter into their
MOS/performance level utility rankings.

In response to the question whether judges should evaluate MOS/
performance levels against separate utility dimensions, the officers
expressed a clear preference for making one overall utility rating. They
also felt that the description of the MOS/performance levels should be kept
general rather than made more specific.

Workshops 2 and 3

As the second and third workshops were scheduled back-to-back on
successive days, we planned to use the same stimulus materials and judgmental
tasks in both workshops. However, discussions with the second workshop
officers led to changes in the procedures used the next day.
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One such change involved the scenario used to describe the military
context for the utility judgments. For the second workshop, we had decided
to use the same wartime scenario that was used as the context for the outcome
evaluations in the first workshop (see Exhibit 3). Discussions with the six
field grade officers in the second workshop indicated, however, that their
utility ratings might well have been influenced by the type of unit to which
they imagined themselves assigned. Furthermore, they might have been
responding differentially to the "rugged, hilly and wooded" terrain descrip-
tion. One officer, for example, reported that he had downgraded the utility
of armor crewmien because of the more limited use of tanks in that setting,

* while other officers reported that they had nevertheless assigned very high
* utility values to the armor crewmian MOS. The officers suggested keeping the
* scenario(s) free of specific details that would favor one MOS at the expense
*of another. The references in the scenario to the specific terrain and

weather conditions were therefore deleted from the wartime scenario used in
the third and subsequent workshops (see Exhibit 3). Moreover, the military
unit of concern was made the entire Corps, rather than an unspecified unit
within the Corps.

Another change that was made in the evening between the second and third
workshops was the directions for scaling the relative importance of different
types of Project A criterion measures. The method used in the second work-
shop entailed dividing 1,000 points among the criterion measures to be
weighted to form a performance composite. As the officers in the second
workshop were highly critical of this method (they felt too much time was

*spent trying to make the points add up properly), the method used in the
*third workshop entailed assigning 100 points to the criterion measure ranked

most important and weighting the remaining criterion measures accordingly.
In comparison to the method used in the first workshop (assigning 10 to the
lowest ranked factor), this method allows the judges to assign zero weights.

In both the 1000-point and 100-point methods, the officers first rank
ordered component measures that could be used in deriving Project A overall
performance scores. They then applied the assigned scaling technique. Three

*sets of component measures were scaled (see Exhibit 4). The first set
consisted of the principal different types of measures being developed by
Project A. These included hands-on performance measures, job knowledge
tests, supervisory, peer and self-ratings, and administrative indexes derived
from the soldiers' official personnel folder (201 file). The second set of
component measures consisted of the 11 behaviorally anchored (BARS) scales
being tried out for obtaining ratings of general soldiering performance in
Project A. The third set of component measures consisted of 6 administrative
measures derived from prior Project A research on first-tour soldier 201
files, e.g., number of letters and certificates of commendation received,

* whether the soldier was eligible for reenlistment, and number of disciplinary
actions taken against the soldier.

Table 2 presents the correlations obtained between the mean rankings and
scale values of the sets of component measures obtained from the six officers
in Workshop 2 and the seven officers in Workshop 3. The table also presents

* the average of the interjudge correlations taken across the different types
of measures. The average interjudge correlations and correlations among the

* mean rank and scale values are consistently higher for the third workshop
than for the second. This may reflect the general lack of consensus that
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Table 2

, Correlations among Types of
Performance Factor Weighting Methods
(n = 6, 'crkshio 2; n 7, Workshop 3)

Average
Interjuace

Type of IMIeasure (10) (1) (2) (3) Correlation

(1) Workshop 2 rankings -- .25

(2) Workshop 3 rankings .79 -- .80

(3) Workship 2 scale: 100C* -.87 -.80 -- .22

(4) Workshop 3 scale: i00* -.72 -.97 .83 .80

3ARS Scales (11)

(1) Workshop 2 rankings -- .31

(2) Workshop 3 rankings .80 -- .52

(3) Workshop 2 scale: 1000* -.87 -.68 -- .23

(4) Workshop 3 scale: 100C"  -.80 -.98 .72 .43

201 File Measures (6)

(2) Workshop 2 rankings -- -.14

(2) Workshop 3 rankings .52 -- .11

(3) aorKshop 2 scale: 1000w -.77 -.68 -- -.03

(4) Workshop 3 scale: 100"* -.40 -.94 .53 .14
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characterized the second workshop in the discussion periods. The partici-
pants disagreed considerably among themselves on a number of the issues that
were brought up. The lower interjudge correlations obtained for the 1000-
point scaling method vs. the 100-point scaling method may thus be a function
of genuine disagreement among Workshop 2 officers, the difficulty of the
1000-point method, or both.

In the discussion of the scaling tasks both groups of officers indicated
that it was difficult to assign weights to the 11 BARS scales of general
soldiering performance and to the 6 administrative indexes. They felt that
there were causal or interactive connections among the factors that made it
difficult to assign weights clearly or definitively. The comparatively lower
average interjudge correlations among the rankings and ratings of these
measures as compared to those obtained for the 10 different types of Project
A performance measures could also, of course, reflect disagreement concerning
their meaning and importance. For the interested reader, Table 3 presents
rank orders of the 10 different types of measures, the 11 BARS scales and the
6 administrative indexes derived from pooling the workshop 2 and 3 data
across scaling methods. The rank orders should be interpreted as suggestive
of relative importance rather than definitive.

In both the second and third workshops, descriptions of MOS/performance
level descriptions were used. These were the same as those used in the first
workshop, with one exception. The overall performance scale was changed from
one which was behaviorally anchored to one expressed in percentiles (see
Exhibit 5). This change was made in recognition of the difficulty of
assigning performance-based anchors that would be comparable across MOS in
the absence of actual performance data. (Although such performance data will
be available in Project A for the 19 sample MOS in early FY 1986, the utility
values for the MOS/performance level combinations are scheduled to be
obtained in late FY 1985.)

In the first workshop, the officers were asked to rank order 57
MOS/performance level descriptions of enlisted personnel. In the second and
third workshops, in addition to rank ordering the described soldiers, the
participating officers were asked to assess the relative utility of each of
the soldiers in comparison to one particular or standard soldier whose
utility was arbitrarily set at 100. The task of the officers was to compare
each of the 56 remaining soldiers in turn to the standard soldier and to
assign a proportionate utility value to each, given that the standard
soldier's value was set at 100. Two standard soldiers were used: the 90th
percentile Infantryman (lIB) and the 50th percentile Ammunition Specialist
(55B). These two MOS/performance level cominbations were, respectively, rank
ordered very high and near the median by the first workshop officers. The
officers were allowed to assign zero utility values or even negative values

if they thought the soldier described would detract from mission
accomplishment.

The original intent was to have the workshop 2 and 3 officers do this
scaling task twice, first using one standard soldier and then the other.

However, time did not permit some of the officers to scale one set of MOS/
performance level combinations, let alone two.
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Table 3

Cross Workshop/Method Overall Rank
of Performance Measures

(n = 13, Workshops 2 and 3)

Overall
Type of Measure Rank

Job knowledge - Specific 2.5
Job knowledge - General 5
Supervisory ratings - Task 2.5
Peer ratings - Task 7
Self ratings - Task 10
Hands-on !
Administrative index 7
Supervisory ratings - General 4
Peer ratinos - General 7
Self ratings - General 9

* Suoervisory Rating Scale

Physical fitness 8
Living and work areas 11
Controlling behavior 7
Honesty and integrity 3.5
Developing skills 3.5
Leadership 1.5
Initiative 1.5
Appearance 10
Regulations 6
Maintain equipment 9
Job knowledge 5

201 File Index

Articles 15 1
Training courses 5.5
Letters/certi ficates 3
Reenlistment eligibility 3
Medal s/awards 5.5
Promotion rate 3

%
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The correlations across the 57 MOS/performance level combinations of the
mean rank orders and scale values obtained in both workshops are shown in
Table 4. The average interjudge correlations are also shown. These results
were considered quite encouraging. The average interjudge correlations and
correlations between like utility measures across workshops are sufficiently
high to suggest that very reliable average rank and/or ratio scale values
could be obtained using about ten judges. The high intercorrelations among
the different measures suggest that the final utilty scale values (with
appropriate transformations) might be fairly similar across measurement
methods.

Table 5 presents the mean scale values assigned the 57 MOS/performance
level combinations in workshop 3 by the five officers who used the 50th per-
centile Ammunition Specialist as the standard. The MOS have been divided in
the table into noncombat and combat groups. It is readily apparent that on
the average, the combat MOS received higher utilities than the noncombat MOS
at all three performance percentiles.

Table 5 also shows for the 19 MOS the differences in average scale
values between the 90th and 50th percentile soldiers and the 50th and 10th
percentile soldiers. The relationship between performance and utility is
generally assumed to be a linear one in the methods used by Schmidt et al.
(1979) and Cascio (1982B). Discussions with the officers in the workshops
suggested, however, that in combat really good soldiers were worth their
weight in gold while really poor soldiers could screw up a whole unit. The
data suggest that as performance declines, utility may decline relatively
more in the upper percentiles for the noncombat MOS than in the lower
percentiles, while for the combat MOS relatively greater decline in utility
may take place in the lower percentiles. Obviously such scant data can only
be taken as suggestive that nonlinear relationships between performance and
utility may exist for some MOS.

In the discussion following the judgment tasks, the officers were ques-
tioned concerning the choice between using a high utility MOS/performance
level combination (the 90th percentile Infantryman) vs. a median one (the
50th percentile Ammnunition Specialist) as the standard for making utility
judgments. There was a clear preference for the 90th percentile Infantryman,
in part because it was considered easier to scale other MOS between the 0 and
100 points, and in part because Infantryman is the most common and best known
Army MOS.

When asked what were the major factors they considered in assigning
utilities to the MOS/performance combinations for the wartime scenario given,
the officers indicated that potential contribution to unit survival and use-

* fulness in replacing troop losses were foremost in their minds. This is con-
sistent with the ratings given by the Workshop I officers of the relative

* importance of various outcomes (see Table 1).

*-When asked how general or specific the descriptions of the
* MOS/performance levels should be, the workshop participants said that most

officers think in terms of top, bottom, and mid-level enlisted personnel.
That is, either a soldier is good, poor, or somewhere in the middle. They
felt that very general performance descriptions would best capture this
outlook.
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Table 4

Correlations among Types of Utility
Measures for 57 Hypothetical Soldiers

(Workshop 2 and 3 Data)

Averace
No. of interjuage

(1) (2) (3) (4) uoes Correlation

Wcrkshop 2 rankings (1) -- 6 65

Workshop 3 rankings (2) .93 -- 7 .75

Workshop 2 113 - 90% (3) -.88 -.87 -- 3 .61

Workshop 3 112 - 90% (4) -.87 -.93 .79 -- 2 .81

Workshop 3 55B - 50% (5) -.90 -.96 .84 .85 5 .72
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Table 5

Scale Values of MOS/Performance Level
Hypothetical Sodliers

(Ammuni--, , Specialist -- 5 = l0o; n = 5, Workshop 3

Percentile Scale Difference

MOS 10 50 90 (90-50) (50-10)

Administrative Specialist (71L) 3 66 98 32 63

Ammunition Specialist (558) 58 100 153 53 42

Carpentry & Masonry Specialist (51B) -8 52 100 48 60

Chemical Operations Specialist (54E) 81 150 253 103 69

Food Service Specialist (948) 20 82 140 58 62

Light Wheel Veh./Power Gen. Mech. (63B) 29 93 145 52 64

Medical Specialist (91B) 53 117 197 80 64

Military Police (95B) 42 95 166 71 53

Motor Transport Operator (64C) 28 94 130 36 66

Petrol. Supply Specialist (76W) 59 94 150 56 35

Radio Teletype Operator (05C) 44 101 176 75 57

TOW/Dragon Repairer (27E) 48 102 159 57 54

Unit Supply Specialist (76Y) 21 71 110 39 50

Util. Heli. Repairer (67N) 33 78 130 52 45

Average 58 45

Infantryman (11 B) 101 189 260 71 88

Armor Crewman (19E/K) 85 176 250 74 91

Cannon Crewman (138) 88 183 262 79 95

Manpads Crewman (16S) 69 174 227 53 105

Combat Engineer (12B) 79 173 248 75 94

Average 70 95
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The officers felt that the most appropriate judges for weighting
measures to arrive at a composite score within an MOS would not be the same
judges who would be most appropriate for making cross MOS utility
assessments. For weighting measures, they felt that company grade (captains
and lieutenants) and senior NCOs from the best units in a variety of commands
would make the best judges. For assigning MOS utilities, they felt that
field grade officers with recent command experience from various Army
Branches would make the best judges. They suggested that officers attending
the Army War College and the Command and General Staff School would be good
candidates.

Workshops 4 and 5

The fourth and fifth workshops were conducted for the most part with the
field grade officers who had participated in the first and third workshops.
Owing to other commitments of some of the earlier participants, complete
judgmental data were collected from only two officers who had attended the
first workshop and five officers who had attended the third workshop. A
sixth officer, who had not attended the third workshop, attended the fifth N

workshop.

The officers at both workshops were asked to follow a procedure for
judging the relative worth or utility of different types of soldiers that we
had not tried out before. Using the same wartime scenario and the 57 MOS/
performance level combinations used in the third workshop, the officers were
asked to judge 228 pairs of MOS/performance level combinations. The judg-
ments were of the form: ( ) soldiers of MOS/performance level combina-
tion 1 are equal in overalTworth to the Corps in the wartime military
situation as ( ) soldiers of MOS/performance level combination 2. The
judgmental task was to fill in the two blanks with numbers that would make
the two types of soldiers equal in worth. For example, if the two MOS/
performance level combinations were 90th percentile Utility Helicopter
Repairer (67N) and 50th percentile Combat Engineer (12B), an officer might
judge that seven of one type would be worth five of the other. The officers
were allowed to put in any number that they liked in order to make the two
groups of soldiers equal in worth.

The 228 pairs of MOS/performance level combinations consisted of two
types: (1) 57 pairs in which each pair member was from the same MOS but at a
different performance level, i.e., 10th, 50th, or 90th percentile (there were
19 MOS x 3 pairs , 10-50, 10-90, and 50-90); and (2) 171 pairs in which each
pair member was from a different one of the 19 MOS, with one performance
level for each MOS (19 x 18/2 = 171). The 228 pairs were randomized and then
presented in the same order to all judges. (Exhibit 6 contains the
instructions used and the first page of the judgment record form.)

46 .

*" ." *.. , * .% %..* , - .-. *.* .. , . . . ... . . -. ... - .. , - . .. . .-.. ,-.- '



Scale values for each of the 19 MOS/performance level combinations
making up the 171 judgmental pairs were calculated using a ratio scaling
procedure described by Torgerson (1958, p. 105-112). This procedure
results in a set of scale values whose geometric mean is equal to 1.0. The
same procedure was used to separately scale each of the 19 sets of 3
MOS/performance level combinations making up the 57 judgmental pairs. The
scale values obtained for the 19 sets of 3 combinations were then
transformed to the scale derived from the 171 judgmental pairs in a manner
that maintained their original ratio. For example, suppose the 10, 50, and
90th percentile performance levels for MOS A had respective scale values of
.5, 1 and 2, when separately scaled as a set of three. Suppose also that
the MOS A/lOth percentile performance level combination had a scale value
of .6 when scaled in the set of 19 (the 171 judgmental pairs). Then the
transformed scale values of the three MOS A performance level combinations
would be .6, 1.2 and 2.4, respectively.

Scale values for each of the 57 MOS/performance level combinations were
first derived from the judgmental data of each officer separately. The
geometric mean of the officers' scale values was then calculated for each
MOS/performance level combination. 6  Finally, the 57 sale values were
divided by the scale value of the 50th percentile Infantryman (11B) in
order to make the unit of measurement of the utility scale equal to the
value of a 50th percentile Infantryman in the wartime scenario given.

Table 6 presents the average of the officer's scale values obtained
for the 57 MOS/performance level combinations using the paired comparison
ratio scaling technique described above. Consistent with earlier findings,
the combat MOS generally have higher utility ratings at each of the three
performance levels (10, 50, and 90th percentile) than the noncombat MOS.
However, the difference in utility scale values within an MOS from the 90th
to 50th percentile performance level is greater for all 19 MOS than the
difference in utility scale values from the 50th to 10th percentile
performance level. This is especially true of the combat MOS which on the
average showed the highest declines in utility values from the 90th to 50th
percentile performance levels. The inconsistency of these results with
those cited earlier (see Table 5 from workshop 3) may be more attributable
to the scaling method used than to the sample of officers involved, since
the officers whose judgments were pooled to arrive at the workshop 5 scale
values overlapped considerably with the officers in workshop 3. (That

6 Prior to averaging, the 57 scale values of each officer were multiplied
by a constant which made the geometric mean of each officer's scale values
equal to 1.0. Averaging the officers' values for each MOS/performance
level combination through using the geometric mean maintained the geometric
mean of the set of 57 values at 1.0.
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Table 6

Scale Values -f MOS,Prer r.,.ance Level
ypot'-e:izal Scl~iers

(iot, Per nt"Ile lnfar.:ry- an 1.0; n = ^_, Wcrks.ops 4 and 5

Percentile Scale Citlerence

MOS 10 0 90 (90-50) (50-10)

Administrative Specialist (71L) .10 .23 .46 .23 .13

Ammunition Specialist (55E) .17 .49 1.01 .S2 .32

Carpentry & Masonry Specialist (519) .09 .21 .43 .22 .12

Chemical Operations Specialist (546E) .25 .70 1.51 .81 .14

Food Service Specialist (94B) .10 .23 .53 .20 .13
Light Wheel Veh./Power Gen. Mch. (63-) .16 .43 .75 .32 .27

Medical Spcialist (915) .21 .58 1.29 .71 .37

Military Police (953) .17 .34 .66 .32 ,17

Motor Transport Operator (64C) .12 .37 .58 .31 .25

Petrol. Supply Specialist (76W) .13 .31 .71 .40 .18

Radio Teletype Operator (05C) .15 .41 .91 .50 .26

TOW/Dragcn Repairer (27E) .23 .64 1.26 .52 ..1

Unit Supply Specialist (76Y) .08 .23 .45 .22 .15

Util. Hell. Repairer (67N) .17 .52 1.06 .54 .35

Average .42 .25

Infantryman (11E) .34 1.00 2.01 1.01 .66

Armor Crewman (19E/K) .42 1.28 2.71 1.43 .86
d Cannon Crewman (135) .29 .75 1.53 .78 .46

Manpads Crewman (15S) .27 .72 1.25 .4 .45

Combat Engineer (122) .25 .72 1.46 .74 . 5

Aver-2ge .90 .E

JI-

de*
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there may be considerable variation in relative utility values as a
function of scaling method is also suggested by the data from workshops 6
and 7. See Table 10, page 63.)

The average interjudge correlation between the scale values of the 8
officers taken across the 57 combinations was .61. This value, though not
as high as that obtained for the scaling methods tried out in workshop 3
(see Table 4), was considered encouraging enough to try out the scaling
method again in workshops 6 and 7.

As 5 of the 6 officers in Workshop 5 had rank ordered the 57
MOS/performance level combinations using the same wartime scenario in
workshop 3, one and one-half months earlier, it was of interest to
determine how reliable their average rankings were. The correlation
between first and second average rankings of the 5 officers across the 57
combinations was .98. Another indication of the stability of the average
rankings is the average interjudge correlation obtained among the rank
orders of the 6 officers. The obtained average, .79, is slightly higher
than the average obtained for workshop 3 (.75). Both average interjudge
correlations indicate that the average rank ordering based on 10 judges
would probably have a reliability of .95 or better.

After the six officers in workshop 5 finished scaling the
MOS/performance level combinations, they were asked to rerank the 57
combination cards under a peacetime scenario (see Exhibit 3). The
peacetime scenario was set in Europe under current conditions and
emphasized maintaining force readiness. Our intent was to determine the
impact of scenario differences on the utility values of specific
MOS/performance level combinations.

Table 7 shows the MOS/performance level combinations having
differences in average assigned rank of 10 or more under the wartime vs.
peacetime scenarios. The trend in the data from the six officers is
clear--low performance level combat troops are ranked higher in wartime
than peacetime, while high performance level support personnel are ranked
lower in wartime than peacetime.

The differences in average utility ranks found in Table 7 are certainly
not surprising. In fact, if they had been otherwise, one might question
the ability of the officers to rank order MOS/performance level
combinations in terms of their utility. But they do raise the interesting
question of how a computerized selection and assignment procedure can best
use utilities if such utilities are a function of the scenario context in
which the judgments of utility are made. It may be necessary to use
utilities obtained through a number of probable scenarios or to decide upon
one particular scenario as the context for the utility judgments. On the
other hand, there may not be a significant difference in who gets selected
and classified into given MOS using utilities obtained under different
scenarios. Not only will other factors, such as the number of applicants,
their predictor score distributions and Army personnel requirements and
available positions, influence the selection and assignment process, but
the average utility rankings themselves may in general be fairly highly
correlated even if there are individual MOS/performance level combinations
that are ranked quite differently. Th correlation across the 57
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Table 7

MOS/Performance Level Hypothetical
Soldiers with Large Mean Wartime vs.
Peacetime Differences in Rank Order

(n = 6, Workshop 5)

Wartime Higher Than Peacetime

Mean Rank

Wartime Peacetime

Cannon Crewman/10th percentile 29 39
Cannon Crewman/50th percentile 10 20
Chemical Opers. Spec./10th percentile 35 48
Infantryman/ 10th percentile 25 40
Infantryman/50th percentile 10 20
Armor Crewman/10th percentile 25 37
Manpads Crewman/10th percentile 31 42

Peacetime Higher Than Wartime
Administrative Spec./10th percentile 56 45
Administrative Spec./50th percentile 46 28
Administrative Spec./90th percentile 36 17
Carpentry & Masonry Spec./0th percentile 50 39
Carpentry & Masonry Spec./90th percentile 41 26
Food Service Spec./5Oth percentile 41 25

. Food Service Spec./90th percentile 30 12
Unit Supply Spec./90th percentile 28 14
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combinations of the average rank assigned by the six officers under the
wartime and peacetime scenarios was .85. Computer simulations using
different utility values and realistic operational constraints may
eventually be needed to determine the practical significance of scenario
differences. Some high level policy decisions may also be needed
concerning the scenario(s) the computerized personnel system should be
geared toward maximizing performance therein.

The workshop 5 participants also rank ordered and scaled eight
performance factors. as to their importance in forming a composite or
overall measure of performance under the wartime and peacetime scenarios.
The scaling procedure, which was also used in workshop 3, called for the
officers to assign 100 points to the top ranked performance factor, zero
points to factors (if any) they thought shoulC not be weighted into the
composite, and intermediate points to the remaining factors which reflected
their relative importance to the top-rated factor and to each other.

Table 8 gives the average values given the performance factors by the
six participating officers. As seen in the table, the average rank order
and scale values obtained under the wartime and peacetime scenarios were
fairly similar for seven of the eight factors. The factor for which there
was a substantial discrepancy under the wartime vs. peacetime scenario was
"performance under adverse conditions." As might be expected, this factor
was ranked and scaled higher under the wartime scenario. The practical
significance of this particular finding may not be great, however. The
correlation across the eight factors between the war and peacetime average
rankings was .92; the correlation between the war and peacetime average
scale values was .93. These high correlations indicate that composite
scores derived from applying weights obtained under a wartime scenario to
the performance factors would most probably correlate very highly (.95 or
above) with composites derived from applying weights obtained under a
peacetime scenario.

After they had completed the judgmental tasks, discussions were held
with the workshop participants on a number of utility issues. Consistent
with the results of later analyses of their response data, the officers
reported that their assignments of importance weights to the eight
performance factors under the two scenarios were about the same with the
exception of the factor, performance under adverse conditions. Also as the
data indicated, they reported that they assigned higher ranks to high
performance personnel in support MOS under the peacetime than under the
wartime scenario.

44 Some officers reported being concerned when using the paired com-
parison ratio scaling method that they were being inconsistent in assigning
numbers across the judgmental pairs of MOS/performance level combinations.
We assured the officers that inconsistency could be expected within that
type of judgment series. (The instructions were later modified in
workshops 6 and 7 to stress that it was not necessary to strive for
consistency in making thes& kinds of judgments.)

-. When asked what MOS/performance level soldiers might best be used as a
standard or unit in measuring the utility of other soldiers, the officers
generally agreed that the 50th percentile Infantryman would be the best
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Table 8

Mean Ranks and Scale Values Assigned
Performance Factors under Wartime and

Peacetime Scenarios
(n = 6, Workshop 5)

Wartime Peacetime

Performance Factor Rank Scale Rank Scale

*Dependability in fulfilling assignments 1.8 96.5 1.5 98.2
Maintenance of equipment and quarters 4.8 69.2 4.3 75.5
Performance of MOS specific tasks 2.5 93.3 2.0 95.0
Commitment to Army regulations and traditions 7.3 37.5 7.0 47.0
Reenlistment eligibility and likelihood 7.7 21.7 7.8 26.7

*Performance of common soldiering tasks 5.2 66.7 4.5 68.8
Peer support and cooperation 4.5 68.3 4.7 66.3
Performance under adverse conditions 2.2 92.5 4.2 69.8
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choice. They felt that not only are there more Infantrymen than soldiers
in any other MOS, but that officers in general had a good understanding of
what an average Infantryman was like and what he could do. The officers
were also asked what their reaction would be to expressing the differential
worth or utility of soldiers in wartime in terms of dollars. Some of the
officers reacted very negatively to this concept, citing possible adverse
political consequences as well as internal Army morale problems if dollar
figures were placed on soldiers' worth. Specifically, they were concerned
that the dollar figures might be misinterpreted as the Army's evaluation of
the worth of soldiers' lives in wartime. In short, they felt that a
soldier's worth to his country could not be evaluated in terms of dollars,
especially in wartime.

.4.

Workshops 6 and 7

When the officers in workshops 6 and 7, which were held in Europe,
-.- were asked the same question concerning the use of a utility dollar metric

their general reaction was also strongly negative. They, like the officers
in earlier workshops, agreed that the 50th percentile Infantryman would
make the best standard against which the utility of soldiers in other
MOS/performance level combinations could be judged. They also agreed that
the performance factor whose judged weight was most differentially impacted
by wartime vs. peacetime scenarios was performance under adverse
conditions. They further agreed that high performance support personnel
are more important in peacetime. In wartime, however, they stated that
even low performance combat arms personnel are important.

Thirteen officers attended workshops 6 and 7. They were all captains
and majors while the earlier workshop participants had all been majors and
lieutenant colonels. The consistency of the opinions expressed by the
officers in the discussion periods, despite the differences in grade levels
and locations, points to a fairly well-shared frame of reference on the
part of Army officers.

This common viewpoint was also reflected in the results of the
analyses of the workshop data. The workshop 6 and 7 participants were
asked to make essentially the same types of judgments made by earlier
workshop participants. Only this time the utility of 95 MOS/performance
level combinations was judged (5 performance levels--lO, 30, 50, 70, and
90th percentile--for each of the 19 MOS) instead of 57 combinations. The
correlation across the average paired compairson ratio scale values of the
57 combinations that were common between Workshops 4 and 5 (lieutenant
colonels and majors) and Workshops 6 and 7 (captains and majors) was .94.
The correlation between the average scale values assigned the eight
performance factors (see Table 8) under the wartime scenario by the two
groups of officers was .97; under the peacetime scenario, the correlation
was .90.

The mean of the rank orders assigned the 95 MOS/performance level
combinations under the war and peacetime scenarios by the 13 workshop 6 and
7 officers are shown in Table 9. The MOS in the table have been placed in
three groups. The first group contains mostly combat MOS. All the MOS/
performance level combinations involving these MOS had higher average rank
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Table 9

Mean Rank Order of MOS/Performance Level
Combinations Under Wartime and Peacetime Scenarios

(n 13, Workshops 6 and 7)

Performance Percentile

10 30 so 70 90

Ranked Higher in Wartime Scenario

Infantryman W 64 43 23 13 6
(116) P 83 69 47 33 17

Armor Crewman W 66 48 25 15 7
(19E/K) P 83 67 47 32 16

Cannon Crewman W 68 48 27 17 9
(13B) P 83 68 51 32 16

Chemical Operations W 73 57 40 24 14
Specialist (54E) P 86 69 52 39 19

Radio Teletype W 77 60 41 26 14
Operator (05C) P 84 72 53 36 15

Combat Engineer W 72 52 32 27 14
(12B) P 87 68 49 34 19

Manpads Crewman W 74 53 37 24 15
(16S) P 85 68 54 35 18

Ranked Higher in Peacetime Scenario
Administrative Specialist W 88 77 68 57 41

(71 L) P 80 57 40 25 7

Unit Supply Specialist W 82 73 54 42 27
(76Y) P 76 61 39 22 7

Light Wheel Veh./Power W 79 63 48 33 23
Gen. Mech. (636) P 79 61 42 27 10

Food Service Specialist W 83 70 56 46 35
(946) P 81 60 44 28 12

Carpentry & Masonry W 91 84 75 67 56
Specialist (516) P 84 65 50 34 20
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Table 9 (cont.)

Mean Rank Order of MOS/Performance Level
Combinations Under Wartime and Peacetime Scenarios

(n 13, Workshops 6 and 7)

Performance Percentile

10 30 50 70 90

Mixed

Medical Specialist W 74 57 45 26 15
(91 B) P 82 61 42 23 7

- TOW/Dragon W 80 62 50 35 27
Repairer (27E) P 83 67 48 33 15

Utility Helicopter W 76 61 45 34 23
Repairer (67N) P 81 65 43 28 18

Motor Transport Operator W 80 63 52 39 33
(64C) P 82 65 45 29 13

Military Police W 81 66 53 41 28
(95B) P 83 67 45 31 11

Petrol. Supply Specialist W 79 64 50 32 20
- (76W) P 82 63 48 30 12

Ammo. Specialist W 78 65 48 33 22
- (55B) P 84 72 55 37 19
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orders under the wartime than under the peacetime scenario. All the MOS/
performance level combinations in the second group of MOS were ranked
higher under the peacetime than wartime scenario. Soldiers in these MOS
are generally not expected to be in combat. The average rank orders of the
MOS/performance level combinations in the third group of MOS were all
higher under peacetime than wartime at the upper levels of performance, but

S were all lower under peacetime than wartime at the lower levels of perfor-
mance. Soldiers in these MOS generally have a higher probability of being
in a combat situation than soldiers in the second group of MOS.

* These data were consistent with the workshop 4 and 5 findings reported
* earlier (see Table 7) and the statements made during the discussion

periods--soldiers at low performance levels that are likely to be involved
S. in combat are assigned relatively higher utility under a wartime scenario,

while soldiers at high performance levels that are unlikely to be involved
in combat are assigned relatively higher utility under a peacetime
scenario. As was discussed earlier, the practical significance of this
utility scenario differential in terms of how a computerized personnel
system would select and classify large groups of Army applicants could be
explored through computer simulations. However, since the correlation

* across the 95 combinations of the utility values under the two scenarios
may be quite high (the correlation of average rank orders was .83 in the
workshop 6 and 7 data and .85 for the comparable workshop 4 and 5 data) ,
the simulations may well result in relatively minor scenario-derived
differences.

5' Another factor that may impact the MOS/performance level combination
utility values is the scaling procedure used. In workshops 6 and 7, 12 of
the officers scaled the 95 combinations in two ways. One method was the
paired comparison ratio procedure used by the workshop 4 and 5 partici-
pants. They also scaled the 95 combinations using the subjective estima-
tion procedure employed by the Workshop 3 and 4 participants. In this
method one combination is given a utility value of 100 and the other
combinations are assigned scale values which reflect their respective
proportionate utilities. The combination assigned the value of 100 was the
90th percentile Infantryman. The scales obtained by the two methods were
then transformed to ones in which the 50th percentile fnfantryman had a
utility value of 1.0.

Table 10 shows the scale values of the 95 MOS/performance level
combinations obtained through using both methods. The scale values

w% obtained from the two methods are quite similar at the lower performance
levels. However, with the exception of the Infantryman and Armor crewman
MOS, the utility scale values for the higher performance levels obtained
from the subjective estimation procedure are higher than those obtained
using the paired comparison ratio scaling technique.

Examination of the utilities assigned to the performance levels within
MOS revealed that on the average, for both the combat and noncombat MOS the
subjective estimation utility values had a somewhat greater decline in the
lower half of the performance levels (between the 50th and 10th percen-
tiles) than in the upper half (between the 90th and 50th percentiles). The
paired comparison utility values, on the other hand, on the average had a
somewhat greater decline in the upper half of the performance levels than
in the lower half for both kinds of MOS.
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latle 10
Mean Values of MOS/Performance evel :ooinations
Using Subjective Estimate anu Paired Coewarison

Rato Scaling TechniqueS
in 11, morksnops 6 and 7,

Peorrance ver:enti le

110S 10 50 C -,C

Aoministrative Specialist ZE -.07 .9 .. 7 .74 .86
71L PC .09 .16 .24 .3 1 .45

Ammuni tion Specialist SE .32 .46 .69 .9C 3.13
(558) PC .32 .26 .38 .!Z .73

^annon Zreman SE .30 .69 .3 1.24 ;.49

6136) PC .24 .41 .64 .90 .28

Carpentry & masonry Specialist 5 .00 .09 .37 .6. .80
(51B) PC .37 .11 .18 .24 .38

Chemical Operations Specialist SE .20 .5l .86 1.16 3.58
i54E) ;C .16 .35 .48 .67 .96

Cormiat Encineer SE .20 .65 .96 i.22 i.5z
,326 PC .19 .38 .57 .77 i.05

7ooo Service Specialist SE .U9 .33 .59 .83 3.34
9 43) PC .1i .is .27 .38 .50

3iantryman SE .29 .7i !.UO i.30 i.58
(11B) PC .39 .63 1.00 :.55 2.16

LiOht mneel ven./Power Gem. MeCh. SE .17 .51 .68 1.02 3.24
(638) PC .13 .24 .37 .5u .65

Armor Crewman SE .40 .68 1.03 1.26 1.60
(19E/K) PC .25 .48 .73 1.14 1.63

M
anpaas Crewman SE .19 .57 .83 1.09 1.38
i16S ) PC .16 .31 .45 .65 .96

Neoical Specialist Se .17 .48 .79 ;.07 1.37
(918) PC .15 .30 .42 .62 .95

Xilitary Police SE ..5 .47 .7' .97 I.20
956) PC .16 .26 .36 .52

mctor Trans. Operator SE .06 .39 .59 .S3 .97
o
4
c 0 PC .13 .21 .33 .43 .65

Petrol. Supply Specialist SE .16 .51 .72 .S2 1-
'76.. PC .13 .25 .39 .52 .78

acio Teletype Operator SE .13 .54 .77 1.09 1.30
1O5C, PC .16 .26 .42 .53 .80

Tc./0raoon Rep. SE ..0 .53 .74 .99 1.33
27L) PC .16 .28 .43 .56 .78

,,nlt Supply Swecialist SE .U .40 .6 .91 3.C7
76L PC .,: .-2 .34 .50 .69

itilit, elicopter Pepairer SE .15 .49 .82 3.06 3.32
t67N PC .i7 .30 .43 .bz .90

S icrtly greater decline ii Iower half than in upper for b)oth Comoat ano noncombat.

PC: S.icttly reate, dec ine ;n u),,er ral' tnan nwer ha ' for botr combat an noncorumat
out tomewhat ;arer for combat.
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As in the case of the scenario differences, these scaling method
differences may or may not- have practical significance. The correlation
between the mean values assigned the 95 combinations by the two methods was
.91. If further research indicates that the scaling method differences
found here hold across different groups of officers and MOS/performance
level combinations, then it would be advisable to try to assess through
computer simulations the likely impact of the scale differences obtained on
the selection and classification process.

An examination was made of the amount of agreement among the judges in
the ranks and scale values assigned the 95 MOS/performance level
combinations under the wartime scenario. Comparing the standard deviations
of the values assigned by the officers to each of the combinations led to
the identification of the combinations that were generally ranked and
scaled most similarly by the officers and those that they disagreed the
most about. Table 11 shows these combinations. It is of interest to note
that in general the highest disagreement in assigning scale values occurred
with high performance level noncombat MOS combinations, whereas the highest

1% agreement in assigning scale values occurred with low performance level
noncombat MOS combinations. The perceived usefulness in a wartime scenario
of high performance noncombat MOS personnel apparently varies considerably
among officers.

In general, however, as noted earlier, the Army officers seem to have
a fairly commion frame of reference. The median intercorrelations among the
officers for the wartime rank orders and scaling values ranged from .76 to
.80. Average scale values based upon the judgments of 10 or more officers
should therefore have reliabilities of .95 or higher.

Conclusions

We began these series of exploratory utility workshops not knowing
whether Army officers would be willing and able to assign differential

.Z. utility values across MOS and performance levels. Perhaps our most
significant finding is that they are! Perhaps our next most significant
finding is that the utility values assigned by different officers are
sufficiently alike to indicate that fairly stable scale values could be
obtained from averaging across officers' judgmental data. Taken together.
these two findings point to the feasibility of setting differential
MOS/performance level utility values that could be used to help guide a
computerized enlisted personnel selection and classification system.

This exploratory research revealed, however, several problems that
-mneed addressing before such an outcome can be achieved. For one, the

utility values that are assigned by the officers vary as a function of the
scenario or context in which the evaluative judgments are made. For
another, the utility values assigned by the officers may vary as a function
of the judgment or scaling procedure used to obtain the values. Moreover,
the officers tend to agree more about the utility of certain MOS/
performance level soldiers in a wartime setting than others. Why? Is
the role of certain types of soldiers in wartime not as well defined or
clear as the role of other sol di ers? Should these roles he clarified
before final utility values are obtained?
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There are other as yet unexplored questions. Will the utility value
assigned a given MOS/performance level combination vary as a function of
the other combinations with which it is being judged? Do officers with
certain backgrounds or from certain Army career branches systematically
differ in their utility assessments? Would group judgmental processes,
e.g., the Delphi method, yield better utility values than the individually
based methods employed in this exploratory research? Would it be better to
scale MOS/performance level combinations and performance factors separately
as we have done in our research to date; or would it be better to scale
both at the same time through application of a conjoint scaling technique?

As with most exploratory research we have perhaps raised more ques-
- tions than we have answered. But we have learned some things as well (see

exhibit 7 for a list of 10 items learned). The scenario(s) used should be
*free of detail which suggest greater or less utility for certain specific

MOS. Utilities of soldiers in wartime should probably not be expressed in
terms of dollars; an apparently acceptable metric would be the utility of a
50th percentile Infantryman (his value for the survival of the unit and in
replacing troop losses is much more readily apparent). Directions to the
judges should be reassuring concerning inconsistencies that can possibly
occur in a long series of judgments. Certain performance factors are
consistently given higher weights than others in forming a composite
criterion. However, scenario differences in how various performance
factors are weighted to arrive at a composite score are probably not a
major concern.

As discussed earlier in this paper, some of the problems we have
identified, e.g., scenario effects, may have little practical significance
in terms of how a computerized enlisted personnel selection and
classification system would process Army applicants under operational
constraints. As further research in establishing utility values for all
Army MOS is pursued, we hope to examine through sensitivity analyses and
computer simulations how differences in the utilities of MOS/performance
level combinations affect system output. These results should help us to
further focus our research.
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EXHIB:7 1

"IRECT:ONS FOR RANK ORDER!NG THE UTILTY
OF 'D:FE.RENT ENLIST R 0,'NE

You will be civen a set of 57 cards. On each card there is a short deszriptoi
of a different soldier. The descriptions contain tne following information aoout eacln
soldier:

J () A brief summary of the soldier's MOS and associated job duties; and

(2) An overall rating of the effectiveness of the soldier.

The summary MOS statements were taken from AR 611-201, which gives descriptions o. all
Army >OS. The overall effectiveness ratings were taken from newly developed scales
based uoon behavioral incidents of effective/ineffective enlisted personnel
performance. The overall effectiveness rating scale looks like this:

Overal' Soldier Effectiveness:

1 2 3 4 5 6 7"*III I I

BELOW" S7ANDARD AD-E0UATE,.!IID-RAINGE SUPERIOR

Pe~fcrms poorly in impor- Adequately performs in im- Performs excellently

tant effectiveness areas; portant effectiveness in all or almost all
does not meet standards areas; meets standaras effectiveness areas;
and expectations 'or ade- and expectations for exceeds standarts and
ouate soldier performance. adequate soldier expectations for

performance. soldier performance.

-he soldiers described on the 57 cards all received accurate overall e.fective-
ness ratings of eitner "2", '4', or "S' on the above scale. The soldiers are f-Cm :9
VICE and the-e are three soldiers from each MOS '3x . 9 = -7). "ach of tne three
scldiers .4ih,,in an IOS received a different overa'l effectiveness ratin..
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EXHIBIT 1 (cont.)

The cards have teen olaced in random order. Your t-sk is to rank cr~er :,'e :Z, =
sc ttat t-e soldier who has :.e most over-ll uti iut for :.e Army is ranKe first, t,.e

soldler wro has the second most over-ai u:;ii y -,r the Army is ranked second, etc.
;lease follow these directions in makin. your rankings:

,. Eriefly lock throuch the set of carts to cet an urcers-andi c q-f the t:'.'- e.
cf jobs the soldiers do. The list of sample M0S can also 'e used .or tn-s
purpose.

(2) Then sort the soldiers into 7 piles with about 6-:- soldiers in ea:h pile.
The first pile should contain te soldiers that you think have t.,e most
overall utility, the last pile those with the least utility to the Army, and
the in-between piles those with intermediate utility.

- (3) Rank order the soldiers in the first pile, placing te one with the 1cst
utili:y for the Army first.

() Then rank order the soldiers in t e last pile, pla:ina the soldier wit-, the

least utility last.

(E) Then rank order the soldiers in piles 2, 6, 3, 5, and 4 in that orter.

(6) Put the piles together into one st-ck in the order 1, 2, 2, 4, E, 6, 7 and
co through the cards one at a time from the soldier with the most u-ility
to the soldier with the least, making any chances in the rank order that you
feel are appropriate.

(7) Then go through the set of cards in reverse order, that is, from tte scid:-
with the least utility to the one with the most, again making any ctances in
the rank order that you feel are appropriate.

(3) When you are satisfied with your rank ordering, please place a rutcer-and
securely around the cards to preserve the order.

Thank you for your cooperation.

Sample Card

MEDICAL SPECIALIST

SUMMARY: Supervises dispersary or field medical facilities, admin-
isters emergency mecical treatment to tatlefield casualties. assists
with inpatient and outpatient care and treatment, and assists with
technical and administratwve management of mecical trearMen

facilities.

DUTIES: Performs routine field medical acviles and patient care

procedures.

OVERALL EFFECTIVENESS: Adequate/M1id-F.an e (PRal:ng: 4)
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EXH: :T 2
Si.

SAMPLE MILITARY OCCUPATIONAL SPECIALTIES

ADMINIST7ATIYE SPECIALIST - 71L

Summarv: Suoervises or perfr-rms administrative, clerical and t':ycing duties.

Duties: Performs typing, clerical and administrative duties.

AMMUNITION SPECIALIST - 55B

Sumary: Supervises, performs, or assists in ammunition storace, receipt issue,
stocK control, accounting, and maintenance operations.

Duties: Assists in receit, storage, issue, and maintenance of ammunition,

ammnunition comoonents, and explosives.

CANNON CREWMAN - 133

Su-nary: Supervises or serves as member of field artillery cannon unit.

Duties: Participates in emplacement, laying, firing, and displacement of field
artllery cannons.

CARPENTRY AND MASONRY SPECIALIST - 51B

Surmmarv: Performs general and heavy carpentry and masonry duties in fabrication,
erection, maintenance, and repair of wooden and masonry structures, and variety of
wooden articles.

Duties: Performs basic carpentry and masonry duties associated wi-, construction
ac:ivities.

CHEMICAL OPE.RATIONS SPECIALIST - 54E

Summary: Operates decontamination equipment and supervises operation of decontami-
nation, smoke and flame equipment; assists in establishment, administration, and
application of nuclear, biological, and chemical defense measures and offensive
chemical and nuclear operations.

Duties: Decontamination military equipment, material, supplies, and terrain.
rh,

COMBAT ENGINEER - 123

.um~rary: Commands, serves, or assists as member of team, scuac, section, or
, a-ocn eicaced 41r providing --coat engineering SUtoort to :smza: fcr es.

.ut'ies: Assists :omoat encineers by performing :smca: construct'cn, czmoat
eci-t:icns, and related duties.
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EXH LEIT 2 (con t.)

F'OD SE.RY!C- SPEC'ALIST - 948

-ummary: Suoervises or prenares and cooks food in field, garrison, or central fooc
preoaration act'vities.

:ut*es: Preo.ares and cooks food.

INFAKTRYMAN - 113

Summary: Leads, supervises and serves as member of an infantry activity employing
Tncivicual weapons and mac.hineguns in offensive and defensive combat operations.

Duties: Closes with and destroys enemy personnel weapons and equipment.

LIGHT WHEEL YEHICLE/POWE.R GENERATOR MECiANIC - 638

Summary: Performs and supervises organizational maintenance and recovery
ocera:ions on light wheel vehicles (prime movers designated as five ton or less anc
their associatec trailers), tactical power generat:on ecuipment, and associated
items. Supervises organizational maintenance and recovery operations on track and
heavy wheel vehicles and materials handling equipment (MHE).

Duties: Troubleshoots and performs organizational maintenance or internal Combusti

M1 ARMOR CREWMA - 19E

Summary: Leads, supervises, or serves as member of M! armor unit in offensive and
eefensive combat operations.

Duties: Loads and fires tank main gun.

MANPADS CREWM AN - 16S

Summary: Supervises or serves as memoer of MANPADS (Man Portabie Air Defense
Sysiem) missile unit.

Duites: Prepares and fires MA'4PADS missile.

MEDICAL SPECIALIST - 91B

Summary: Supervises dispensary or field medical facilities, administers emergency
mec ca1 trea-,ent to battlefield casualties, assists with inpatient and cutoatiert
care and trea.-,ent, and assists with technical and administrative manace-men: cf
medical treat.,ent facilities.

D 2uties: Der crs routine field medical activities and patient care Droce .ures.

MILITARY POLICE - 95B

jmmarv: Sjoer.'ises or Drovides law enfor:emen: ac-tiviies, :rese-ves ni'i-:ar-v
:onrz , ircviles security, c.ntro's traffic, cues is- a-es, prc':ects
:r:ce,-/ an oersonnei, handles Drisoners of war, reJcees, z- evacuees anc
iivest,.cates i nc.ents.

2ut. es: -Enf:~:es trafc. ecula:ionsanc ;aw and or-:e-, exe-: es -. " zrv :z.:',
!nc ::: :ne anc :uar:s Drlscners f war,
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EXHIBIT 2 (cont.)

MOTOR TRANSPORT OPERATOR - 64C

Summary: Supervises or operates wneel vehicles to transport personnel and cargo.

Duzt.es: Operates wheel vehicles.

PETROLEUM SUPPLY SPECIALIST - 76sW

Summnary: Supervises or receives, stores, accounts and cares for, dispenses,
issues, and ships bulk or packaged petroleum, oils, and lubricants (POL) products.

Duties: Receives, stores, accounts, and cares for, dispenses, issues, and ships
Eu3.rnd packaged POL supplies.

RADIO TELETYPE OPERATOR - 05C

Summary: Supervises or operates and installs radio teletypewriter and tape relay
ecu'pment in radio teletypewriter and tape relay tactIcal or administrative
communications nets.

Duties: Operates radio teletype equipment to transmit and receive messages.

TOW/DRAGON REPAIRER - 27E

Summary: Supervises or performs direct support and general support maintenance on
:,ne TO7W and DRAGON missile systems.

Duties: Performs support level maintenance on the TOW and DRAGON missile systems,
trainers, nightsights, battery chargers, and system peculiar zest and checkout
eui pmen t.

UNIT SUPPLY SPECIALIST - 76Y

Summary: Supervises or performs duties involving request, receipt, storage issue,
account-ng for, and preservation of individual, organizational, installation, and
expendable supplies and equipment.

Duties: Receives, stores, issues, accounts for, and preserves supplies in unit.

UTILITY HELICOPTER REPAIRER -67N

Summary: Supervises, inspects, or performs maintenance on utility helicopters,
exciuc-n: repair of systems components.

)u-.les: Assists ii organizational, direct, and general supocrt (aviation unit,
.nzer-eciate and depot, mainzenance of utili v nelicop:ers, exc'ucinc rezair of
systei components.
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Directions for Assigning Weights to Component Measures
to Arrive at Total Scores

A number of different kinds of performance instruments are being

developed by ?roject A to measure the effectiveness of first-tour enlis-ec

personnel. The princioal types of measures that will be aaministered are:

1. 3ob knowledge test - Score on a test of the specific items of
(specific) information required to perform 30 tasks

selected for their importance and
representativeness of their MOS jobs.

2. Job knowledge test - Score on a test of knowledge elements
(general) required to perform MOS tasks in general.

3. Supervisory ratings of - Soldiers are rated by their supervisors cn
performance of major their performance on major areas of their
MOS task areas jobs, e.g., Administrative Specialist (7TL)

are rated on keeping records; preparing,
typing, and proofreading documents; safe-
guarding classified documents; etc. Score:
Average of 2 supervisor ratings.

4. Peer ratings of Soldiers are rated by their peers on their
performance of major performance of major areas of their jobs
MOS task areas [see (3) above]. Score: Average of 3 peer

ratings.

S. Self ratings of Soldiers rate their own performance of major
performance of major areas of their jobs [see (3) above].
MOS task areas

6. Hands-on performance Soldiers are scored on their performance on
measures 15 specific tasks selected for their impor-

tance and representativeness of their MOS
jobs.

7. Administrative index Number of awards, letters/certificates of
commendation, Article IS/Flag actions, pro-
motion rate, military training courses, and

reenlistment eligibility taken from the 201
files maintained for the soldier.

8. Supervisory ratings of Ratings by their supervisors on such factors
general soldiering as leadership, initiative, maintaining

equipment and living/work areas, following
regulations/orders, etc. Score: Average of
2 supervisor ratings.

9. Deer ratings of general - Ratings by their peers on the ceneral
soldiering solCiering factors "see (8) above]. Score:

Average of 3 peer ratings.

10. Self ratings of general - Soldiers rate their own performance on tne
soldiering general soldiering factors Esee (S) aoove,.
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-Exh:T 4 (con .

A total score will be derived for each soldier from the separate scores

obtained from each of these measures. These total scores will be our best

estimate of the overall effectiveness of the troops wnose performance will De

measured. We need the assistance of experienced Army officers in determining

first, how much weight should De given each type of measure in arriving at the

total effectiveness scores; and second, how much weight should be given each

part of the separate components of the instruments to arrive at a score for

that instrument.

Today we would like to get your judgments about the weights or number of

points that component scores should receive in the total. The procedure for

assigning these points is as follows:

1) Rank order in terms of importance the components, assigning a "I" to

the most important, a "2" to the next most important, etc., until all

components have been ranked.

2) After you have recorded the rank orders, assign 100 points to the

component that you ranked as most important. Then ask yourself, "If

I'm assigning '00 points to this measure, how many points should i

assign to the next most important measure." If, for example, you

thought that the second measure should receive half the weight of the

first, you would assign it 50 points. Continue assigning points in

this manner until all components have been weighted.

3) in assigning the points, please keep in mind that the points

represent how many times more (or less) important one component is

than the others. -or examole, if you assign 20 points to one

component and 5 points to another, that means that you believe that

the 20-point component should receive - times the weicht in the total

score as tne 5-ooint o2moonent.
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EXHIB:T 4 (cont.

4) :f you believe a particuiar component measure should not e used at

all in arriving at the total score you should assign it zero poirts.

5) When you are finished assigning the points, please make sure -that

they are in the "riaht" ratio to one another. That is, that the
A

t
m,

points assigned to all components are in correct proportion to one

another.

First, you are being asked to assign weights to the types of measures

listed earlier. Then you will be asked to rate the separate scales or com-

ponents of two of the measures: the supervisory rating scales and the acmin-

istrative indexes taken from the 201 file. Please follow the same procedure

for each set of ratings, first rank ordering the components in terms of the
-A

I, weight you believe they should receive in the total score and then assigning

100 points to the most important component. Points should then be assigned

the other components in a manner that reflects their relative importance.

Thanks for your cooperation.
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EXHIFIT 4 (cont.)

: Dat __ _ _ __e_ _ _ _ _

Name Da __

Form for Weighting Project A Performance Measures

Rank Assigned

Performance Measure Order Value

Job knowledge (specific) ( )

Job knowledge (general) (

Supervisory Ratings of major MOS 7ask Areas C

Peer Ratings of major MOS task areas ( )

Self Ratings of major MOS task areas )

Hands-on performance (

-' Administrative index

Supervisory Ratings of general soldiering ( )

Peer ratings of general soldiering (

Self ratings of general soldiering (
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Name Oa te

Form for Weighting Supervisory Ratings on General Soldiering Scales

Rank Assigned
General Soldiering Scale Order Value

Maintaining military standards of physical fitness

Maintaining living and work areas to Army/Unit standards

Controlling own behavior related to personal finances,
drugs/alcohol, and agressive acts

Displaying honesty and integrity in job-related
and in personal matters (

Developing own job and soldiering skills

Performing in leader role, as required, and
providing support for fellow unit members ( ) (

Showing initiative and extra effort on the
job/mission/assignment )

Maintaining proper military appearance (

Adhering to regulations, orders, and SOP, and
displaying respect for authority

Checking on and maintaining own weapons/
vehicles/other equipment (

Displaying job and soldiering knowledge/skill ( )
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EX 4 con .

Name Date

Form for Weighting Administrative Indexes
(Data source: 201 File)

Rank Assigned
Administrative Index Order Value

Number of Article 1/51ag actions* (

Number of military training courses (

Number of letters/certificates of commendation (

eenlistnent elicgbiity C

Number of medals/awards (

Promotion rate (grades advanced per year) (

* his index %ill be reversed so that absence of disciplinary actions
will be positively weighted.
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DESCRIPTION OF SOLDIER PERFORMANCE

INITIAL

Overall Soldier Effectiveness:

* BELOW STANDARD ADEQUATE/ MID-RANGE SUPERIOR
* Performs poorly in important Adequately performs in important Performs excellently in all or
* effectiveness areas; does not effectiveness areas; meets almost all effectiveness areas;

meet standards and expectations standards and expectations for exceeds standards and expeCt3-
for adequate soldier performance. adequate soldier performance. tions for soldier performance.

CURRENT

10% 50% 90%
Low Medium High

Overall Performances in MOS

--,31es low overall performance and 90th percentfle indicates high performance.
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EXHISIT 5

DIRECTIONS FOR JUDGING THE RELATIYE WORTH OF DIFFTRENT
TYPES OF SOLDIERS

In this procedure you will judge the worth of different types of soldiers

in comparison to other types. The procedure essentially involves judcinc how

many soldiers of one type would have the same overall worth as a given number

of another type of soldier. The military context for the comparative judg-

ments is the same as before--the outbreak of hostilities in Europe.

The judgments involve the same types of soldier on the cards you have

just rank orderet. The judgments are in the form: ( ) soldiers of

type X are equal in overall worth to the Corps in the military situation as

C ) soldiers of type Y. Your task is to supply the two missing

numbers. For example, suppose the statement reads, " 50tn percen-

tile Military Police - 958 would be equal in worth to 10th percen-

tile TOW/Dragon Repairer - 27E." Let us say that you feel one 50th percentile

Military ?olice would be worth two 10th percentile TOW/Dragon Repairer, then

you would put a "I" and a "2" in the two blanks, respectively. Or suppose the

statement reads, " 90th percentile Utility Helicopter Repairer -

67N would be equal in worth to 50th percentile Combat Engineer -

12B". If you feel that seven 90th percentile Utility Helicopter Repairer -

67N would be worth five 50th percentile Combat Engineers, then you would put a

1"7" and a 1" in the two blanks, respectively.

You can put any numbers you like in the two blanks in order to make the

two types of soldiers equal in worth. Another example: If you feel that the

one type of soldier is worth just a little bit more than another then you

could put down the numoer !30 For the solcier with the slicht eiGe and 731 for
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EXH:IB7T r (cont.,

the other. ;enember that the number given t. the type of soldier that you

feel is worth more will always be less than the number given to the type of

soldier you feel is not as useful in the military context. Of course, if you

feel the two types of soldiers are equal in worth, then you can give each the

same number, i.e., a value of "I".

One way of looking at the judgment task is to imagine that the Corps is

understrength in all categories of soldiers and that your job is to send

equivalent groups of soldiers to the various Corps units. In making your

judgments please assume that the Corps could use all the soldiers to the best

of their ability. Please also assume that the Corps has sufficient ecuipment

so that the soldiers can be immediately useful in their iOS or as otherwise

assigned. Please further assume that the problems of transporting the

soldiers and absorbing them in their new units are negligible.

When you have finished making your judgments, please go over them once

more and change any numbers that you feel are out of line.

Thank you again for your cooperation.
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EXHIBIT 5 (cont.)
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Table 6

Scale Values of MOS/Performance Level
Hypothetical Soldiers

(50th Percentile Infantryman = 1.0; n = 8, Workshops 4 and 5

Percentile Scale Dfference
,. MOS 10 so 90 (90-50) (50-10)

Administrative Specialist (71L) .10 .23 .46 .23 .13

Ammunition Specialist (55B) .17 .49 1.01 .52 .32
Carpentry & Masonry Specialist (518) .09 .21 .43 .22 .12
Chemical Operations Specialist (54E) .26 .70 1.51 .81 .44
Food Service Specialist (94B) .10 .23 .53 .20 .13
Light Wheel Veh./Power Gen. Mech. (63B) .16 .43 .75 .32 .27
Medical Spcialist (91B) .21 .58 1.29 .71 .37
Military Police (95B) .17 .34 .66 .32 .17
Motor Transport Operator (64C) .12 .37 .68 .31 .25
Petrol. Supply Specialist (76W) .13 .31 .71 .40 .18
Radio Teletype Operator (05C) .15 .41 .91 .50 .26
TOW/Dragon Repairer (27E) .23 .64 1.26 .62 .41
Unit Supply Specialist (76Y) .08 .23 .45 .22 .15
Util. Heli. Repairer (67N) .17 .52 1.06 .54 .35

Average .42 .25
Infantryman (11B) .34 1.00 2.01 1.01 .66
Armor Crewman (19E/K) .42 1.28 2.71 1.43 .86
Cannon Crewman (138) .29 .75 1.53 .78 .46
Manpads Crewman (16S) .27 .72 1.26 .54 .45
Combat Engineer (12B) .26 .72 1.46 .74 .46

Average .90 .58
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Table 11

Interjudge Agreement in Ranking and Scaling
MOS/Performance Level Combinations in Wartime

(n = 12, Workshops 6 and 7)

Hichest AcreementT Lowest Acreement

° Administrative Specialist - 30% Administrative Specialist - 90%

o Carpentry and Masonry Carpentry & Masonry Specialist - 90'%

Specialist - I0% Chemical Operations Specialist- 90%*

° Food Service Specialist - 10% 0 Food Serv'ice Specialist - 90%

Food Service Specialist - 30% Military Police - 90%

o Light Wheel Vehicle/Power Motor Transport Operator - 90%

Gen. Mech. - 10% ° TOW/Dragon Repairer - 70%*

0 Petrol. Supply Specialist- 30% TOW/Dragon Repairer - 90%*

TOW/Dragon Repairer - 10% * Unit Supply Specialist - 90%

Unit Supply Specialist - 10% ° Utility Helicopter Repairer - 90%

*All but Chemical Operations Specialist and TOW/Dragon Repairer ranked higher in
Peacetime than Wartime.
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Performance Ratings as Criteria: What is Being Measured?

A large Army project is underway to validate new and current predictors

of first term soldier performance. A primary goal of this effort is to :n-

crease Army organizational effectiveness by improving the soldier job match.

This goal will be achieved by developing a comprehensive set of selection an';

classification measures (predictors) and performance criteria and then em-

pirically demonstrating relationships between these predictor and criterion

measures. The need to define and obtain reliable and valid measures of per-

formance is clearly essential to this effort.

The principal methods of performance measurement being developed for

this project are (a) hands-on, task proficiency tests (b) job knowledge

tests, and (c) supervisor and peer ratings of performance. Later in the

project, the multiple measures of performance will be combined into a singe

composite or composites to measure a soldier's effectiveness on the job.

The focus of this paper is on the "meaning" of peer and superviscr

ratings as measures of job performance. Specifically, what these ratings are

measuring and relationships between ratings and other kinds of criterion

measures. Presently, relatively little research is available to address

these issues. One exception is a recent paper by Hunter (1983). In a

meta-analysis of 14 studies, Hunter used causal analysis techniques tc ccen-

tify relationships among four variables relevant to work performance: cogni-

tive ability, job knowledge, and job performance as measured by job sa7ple

tests and by supervisor ratings. The analysis showed that supervisor rat:ngs

were related to both task proficiency and job knowledge required for effec-

tive performance, but these relationships were quite low. In the model, the

multiple correlation for the prediction of supervisor overall job effect:ve-
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ness ratings was 0.42, even after error of measurement was removed. Trus,

factors other than those examined by Hunter would appear to account for a

large portion of the variance in ratings. An evaluation of the usefulness or

" meaning" of job performance ratings as criteria requires information on what

these "other influences" are (Guion, 1983).

Several factors have been proposed as having potential to influence o:

performance ratings. Broadly speaking, these include characteristics of th.

rater and ratee, the context in which the appraisal is conducted, and var:zus

rater/ratee interpersonal relationship factors (Landy & Farr, 18; :Ige

Feldman, 1983). While investigations have been conducted tv exazxine the

influence of a number of these factors in performance ratings, relatively

little research has focused on the potential effects of rater/ratee in-

terpersonal factors on performance evaluations.

In the present research, items pertinent to relationship factors (e.g.,

friendship/liking) along with ratee personal characteristics (e.g., social

skill) were included on the supervisor and peer ratings instruments. This

part of the work can be viewed as employing a policy capturing framework

(Zedeck & Kafrey, 1977) in that relationships between ratings on these

items,/dimensions and job performance ratings will provide clues about the

relative influence of these factors on performance judgments. in adition,

basic demographic data (e.g., race) and job history information (e.g., months

in unit) were collected. Correlations between these measures and Jct per-

formance ratings were also examined in this research.

In summary, the purpose of the research was two fold: a) to eva:iuate

'relationships between job performance ratings and other measures of jcb pro-

ficiency and performance, and b) to explore relationships between lcb per-
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formance ratings and selected rater/ratee factors that may influence

evaluations of performance. Peer and supervisor raters were considered sepa-

rately, since rating source could affect obtained relationships.

Method

Subjects

Participants in the research included 805 first term soldiers in f-ve

Army jobs; 172 infantrymen (MOS MB), 168 armor crewman (MOS 19E), 48 radio

teletype operators (MOS 31C), 156 light wheel vehicle mechanics MOS 63'E,

and 16* medical care specialists (MOS 91A). For each job Table 1 presents

the total number and average number of peer and supervisor raters per sc---er

ratee. in the first term soldier sample, 88.5% were male and 11.5% were

female; 28C were black, 3% were hispanic, 64% white, and 5% other. Of the s;-

pervisor raters, 35% were black, 10% were hispanic, 51% were white, an 

other.

Table I

Suac r .orSu! ervisor and Peer a oter AeeiA'seat Z Job

Armor R-T

Raters Infaztry Crewman Operator Nechanic medic 3

lumber of supervisor raters 149 161 134 144 156

Avg. no. of supervisor raters/ratee 1.83 1.66 1.66 1.76 1.60

lumber of peer raters 172 163 123 129 158

Avg. no. of poeer raters/ratee 3.02 2.96 2.50 2.13 3.08
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Instruments

The first step in this research was to develop rating scales to zeas.;re

(a) performance on all relevant job factors and overall job pef -a~ n

each of the five jobs, and (b) ratee pe:onal characteristics and components

of the rater-ratee relationship. In addition, a job knowledge test and a

hands-on job sample test for 15 critical tasks were developed for each of the

five jobs.

Job performance rating scales. Critical incident workshops were con-

ducted with Non-Commissioned Officers (NCO), first-line supervisors for each

of the target jobs. The numbers of NCO's contributing critical incidents and

the numbers of incidents generated were, respectively: 1iB, 51 NCOs, 90C

incidents; 19E, 43 NCOs, 798 incidents; 31C, 45 NCOs, 830 incidents; 63B, 4,

NCOs, 882 incidents; and 91A, 42 NCOs, 783 incidents. Rating scales were

developed for each job using a variant of the behaviorally anchored rating

scale procedure (Smith & Kendall, 1963). These procedures resulted in seven

to ten 7-point behavior summary scales (Borman, 1979) for each of the five

jobs. In addition, a 7-point summary rating of overall job performance was

included on the rating form. Scores on the overall job performance rating

scale wer2 averaged across peer raters and separately across supervoscr

raters. This aggregate performance measure provided the primary depen_4en

variable for this research.

Ratee traits and interpersonal relaticnhLi rating scales. Past re-

search and conceptual considerations led to the selection of items for these

scales. In addition, 25 NCOs and Comissioned Officers were interviewed tc

elicit ideas about factors potentially affecting job performance ratings.

On the basis of these interviews and the research li-terat.re, rating scales

were developed to measure several ratee traits and interpersonal relat:cnshiT

factors that might influence ratings. Trese facters included: \a frem.sr.
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between rater and ratee (for peers), (b) trust and support between rater and

ratee, (c) ratee interpersonal skills (e.g., social skills), and (d) oct..er

characteristics of ratees (e.g. likeability, moodiness) which may influence

evaluation by affecting the performance-related image raters have of ratees.

Responses to each rating scale in this set of measures were averaged across

peer raters and separately across supervisor raters to provide an aggregate

assessment of each ratee.

The composite measure of supervisor perceptions of trist and suprt

from the ratee was composed of four items adapted from the work of Graen anr.

his associates (e.g., Dansereau, Graen, & Haga, 1975). The four items were:

(a) I can trust and depend on this soldier, (b) this soldier is willing to

support me and back me up if I need it, (c) this soldier gives me help anr'

support in getting the job done, and (d) this soldier supports and defends mY%

decisions even if I am not there to do it miself. Responses to each item

were made on a 5-point scale from strongly disagree (i) to strongly agree

(5).

Responses to four items were summed to provide a measure of peer

perceptions of ratee trust and job-related and emotional support. The four

items were: (a' 7 can count on this soldier to back me up if ' really need

it, (b) i can trust and depend on this soldier, (c) if I had a personal prob-

lem i would feel free to discuss it with this soldier, and (d) if : had

trouble performing a task, I could go to this soldier for good technica1

advice. Responses to each item were made on a 5-point scale from str nr:.-

disagree (1) to strongly agree (5).

The measure of rater-ratee friendship (for peers' was based on a measur

used by Love (R98'). Raters were asked to report friendship with the ra:

on a 4-pc"nt scale with close friends (4), friends, but not close

(3), we get along ok (2), and we don't get along with each other
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Other ratee attributes assessed were (a) good sense of humor, (b)

likeable, (c) know-it-all, (d) "bootlicker" (for peers), (e) irritable, f)

moody, (g) rude, (h) complaining, (i) friendly, (j) socially skilled, (k)

mean (for peers), and (1) boastful (for peers). Raters indicated how accu-

rately each adjective described the ratee by using a 5-point scale from

extremely inaccurate (I) to extremely accurate (5). Definitions of each

attribute were provided to assist raters in making their judgments.

Hands-on, task proficiency tests. For each of the jobs, 15 critical

tasks representative of the entire task domain were the target for test de-

velopment work. Task proficiency tests were prepared for each of the

tasks. Each task had several performance steps and each step was scored pass

or fail. A proportion-passed score was derived for a soldier on each task

and the proportions were averaged across tasks to yield an overall hands-on

test score.

Job knowledge tests. Important knowledge areas for each of the five jobs

were carefully identified in job analysis work, and items intended to ta;

those knowledges were written with the help of subject matter experts. For

each soldier, the overall job knowledge test score was the percentage of

correct answers on the test.

Cognitive ability test. Prior to entrance into military service,

ratees were administered the Armed Services Vocational Aptitute Battery

(ASVAB). The ASVAB is composed of 10 subtests and is used for selection and

occupational classification. A composite measure of four ASVAB subtests

known as the Armed Forces Qualification Test (AFQT) was used as a measure of

general cognitive ability.
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Procedure

Peer and supervisor raters were trained to use the behavior-based rating

scales. With reference to the rater training literature (e.g., Bernardin &

Pence, 1981; Pulakos, 1984), the training can be characterized as a combina-

tion of psychometric error and frame-of-reference program. The administrator

described halo, restriction-of-range, and other rating errors in lay terms

and provided guidance on how to reduce those errors. Also, the logic of the

behavior-based scales was carefully explained, and raters were urged to study

and then properly use the behavioral anchors to arrive at their ratings.

After training, peer and supervisor raters in separate groups of 3-15 made

their evaluations on the job performance scales. In addition, peer and s.-

pervisor raters evaluated ratees on the interpersonal characteristics rating

scales. The first term soldier (ratees) were also administered the job

knowledge and hands-on job sample tests.

Results

Table 2 presents correlations between the various ratee social traits

and relationship factors and overall performance ratings by peers and super-

visors. Of the interpersonal relationship factors, perceived trust and sup-

port from the ratee correlates highest with job performance ratings. Rated

more highly is the performance of those soldiers who are perceived as willing

to back up the rater, being someone he/she can trust and depend on, and for

supervisor raters as someone who supports his/her decisions. Perceytions cf

being moody, irritable, a "bootlicker" (for peers) and a know-it-all are nc-.

correlated highly with job performance ratings. One finding of interest here

is that the pattern of correlations with overall job performance ratings is
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table 2

Corrosstlooe letween lnterlsee r ___Ves to___l__ tore and Overall Job

Performance Across-the P ive Jobs

Supervisor7 Ratings of Peer Rating@ of

Xeaaure Job Pertormance Job Performance

(l.- 650 late@) (I z 700 late@)

Sense of luar 51 27

Ceuerous 25

Irritable 22 15

Raene - 16

loot'licker0' 05

Knoy-It-all 14 06

Yriendly 22 27

Noody' 17 08

CoaRplaln e  24 26

bostful -- 17

likeable 33 35

Nude4 20 26

lupport/Natual ?rust 47 51

lrioniebip -

Note. Thee variables are reverse scored (e.g.. low scores on 'Irritable*

means the rates Is rated an very Irritable).
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highly similar for supervisors and peers. Within the set of interperscn-

al/relationship measures used by both rating sources, the rank order correla-

tion of their respective correlations with the job performance rating was

.91. We should point out, as well, that this result was not due to different

amounts of measurement error associated with the interpersonal/relationship

scales. The rank order correlation between the interrater reliability of

each interpersonal/relationship factor and their respective correlation with

the job performance rating was .12 for supervisors, and -.08 for peers.

Correlations between hands-on job knowledge test scores, cognitive ability,

months in present unit, selected interpersonal/relationship factors and over-

all job performance ratings are presented in Tables 3 and 4. Results are

shown separately for peer and supervisor raters across the five jobs. As can

be seen, supervisor and peer job performance ratings show positive but low

correlations with task proficiency test scores, job knowledge, and cognitive

ability.

The extent of between-job variation in correlates of overall job per-

formance ratings was also examined. Table 5 depicts correlations by job and

rating source between selected variables and the overall job performance

rating. A mean correlation across five jobs was computed by weighting each

correlation by its associated sample size. Meta-analysis techniques (Hunter,

Schmidt, & Jackson, 1982) were applied to each set of correlations to deter-

mine the extent of non-artifactual variance around the average correlation.

As can be seen in Table 5, correlates of overall job performance ratings do

vary somewhat across jobs, but much of the variation is attributable to sam-
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tPable 3

Intoercorrala tions Amoul Selected Variables Jerom. the lve Job. ?*or later$

Xtaures 2 3 4 5 6 7

1. Cogitive ability -

2. Took proficiency .24 ..

3. Job bmovledge .44 .41

4. Months in unit -.01 .01 -.12

5. Trust and support .05 .10 .09 .01

6. Likeable .02 .06 .05 .03 .62 --

7. Overall Sob performance .06 .11 .16 .06 .51 .35 --

Note. (Iz 700 ratess).

Table 4

Intercorrelations AzongSoeecttd Variagble._heroic the Five Jobs:

k~ipetrviqor Raters

KR eacurt 2 3 4 5 6 7

d2. Task proficiency .24

3. Job knorledge .44 .41

4. Routh* in unit -.01 .01 -. 12 --

5. Trust and support .06 .06 .14 .00 -

6. Likeable -.01 .01 -.02 .07 .10 --

7. Overall job performance .07 .15 .23 .14 .47 .33

Vote. (10 650 ratees).
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Table 5

Correlations of Selected Variables with Ratings of Job Perforzoce VAv Job

Armor I-T S Variacce

Neasuro Infantr7 Crev*an Operator Xecb&zc Medic r Ucez aliced

Correlations with aupervisor ratings

1. Cognitive Ability .02 .02 .00 .02 .17 .05 --

2. Hards-on Tests .33 .04 .11 .30 .16 .19 32

3. Job Knowledge .30 .27 .21 .18 .19 .23 ----

4. Foutba in Company .01 .13 .16 .20 .29 .16 27

5. Race of Ratee .13 .13 .04 -.04 -.02 .05 ----

6. Trust and Support .60 ,46 .51 .47 .39 .48 6

7. Likeable .40 .29 .41 .28 .35 .34 ---

Correlations with peer ratings

I. Cognitive Ability .07 .01 .16 .06 .07 .07 --

2. Hands-on Tests .30 .16 .02 .11 .12 .15 18

3. Job Knowledge .15 .17 .27 .24 .06 .17 ----

4. Mott.ba In Company .10 .06 .17 .16 .06 .06

5. Race of Rsteeb .06 .09 .08 .06 -.10 .04

6. Trust and Support .52 .54 .47 .55 .54 .53

7. Friendship .41 .30 .22 .28 .31 .31

6. Supervisor Rating of .52 .42 .63 .62 .55 .55 39

Job Performance

'Percent variance unexplained after removal of expected variance due to sapling error.

6Dicbotomous variable (Io.bite/0olack).
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pling error. Correlations between supervisory and peer ratings of overall

job performance were quite high across the five jobs (r=.43-.63). In addi-

tion, the race of ratee showed low correlations with job performance ratings.

Path analytic model of ratings

Path analysis was used to examine relationships between job performance

ratings and some of the measured variables potentially relevant to ratings.

Hunter (1983) investigated causal relations among measures of general mental

ability, job knowledge, and job performance as measured by hands-on test

scores and supervisor ratings. The model examined here differed from the

Hunter work by including months in the unit as an exogenous variable linked

to ratings.

One concern here is that failure to correct observed correlation coeffi-

cients for measurement error may cause path coefficients to be biased in

unknown directions (James, Mulaik, & Brett, 1982). To eliminate possible ef-

fects of measurement error on estimates of path coefficients, correlations

between each pair of variables were corrected for attenuation.

Reliability information was available for all but one of the variabtes

in the path model. The reliability estimates used to make the corrections

are as follows: Cognitive ability - .90, job knowledge a .90, hands-on task

proficiency a .50, supervisor ratings - .65, and peer ratings a .60. The

first three estimates are internal consistency reliabilities. Interrater

agreement was used to estimate the reliability of job performance ratings.

The reliability of ratees' report of "months in present unit" was assumed to

be 1.00.

Figure 1 presents the model of peer and supervisory ratings tested for
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for relationships in thi research. Differences between the original corre-

lations and correlations reproduced using the model were all less than .07,

indicating a reasonably good fit for the path model. Values of the

chi-square goodness of fit test were relatively low, with %2(3, N=650='0.66,

r-.0 14, for the model of supervisory ratings, and 7,2 (3, N=700)=5.43, =.143,

for peer assessments.

The models of peer and supervisory ratings presented in Figure 1 gen-

erally cooborate and extend the work of Hunter (1983). In the models, rat-

ings are positively related to job knowledge, task proficiency, and job

experience in the unit. Task proficiency had a stronger effect than job

knowledge on both supervisory and peer ratings of job performance. General

ability influenced job performance indirectly by contributing to the acquisi-

tion of job knowledge. For the models presented here, the multiple correla-

tion for the prediction of overall job performance ratings was .42 for

supervisory appraisals and .30 for peer assessments.

Discussion

Little previous research has examined possible effects of ratee social

traits and rater-ratee relationship factors on performance ratings (e.g.,

Landy & Farr, 1980; Guion, 1983). The present research addressed these

shortcomings by including as measures several interpersonal and rater-ratee

relationships factors, and utilizing a policy capturing framework to begin to

understand the possible effects of these factors on performance judgements.

7 Of the factors examined, perceived trust and support from the ratee was
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consistently the most important, across both different jobs and supervisor

and peer rating sources. Almost 25 years ago, Kipnis (1960) emphasized the

importance of supportive behavior by subordinates as a reliable basis for

supervisory ratings. Kipnis proposed that supportive behaviors are the very

ones which facilitate the work flow. More recent research by Graen and his

-associates (e.g., Graen & Cashman, 1975; Graen, Novack & Sormerkamp, 1981;

etc.) indicates that the development of high levels of mutual trust and sap-

port between a supervisor and his/her subordinate creates conditions for

effective performance. Subordinates who gain the trust of their superiors

are likely to benefit from this close association by having more opportuni-

ties to practice skills and by receiving more individual encouragement and

attention.

Peer ratings of job performance were likewise highly correlated with

perceptions of emotional and job-related support from the ratee. It seems

likely that soldiers who are supportive of their peers may have this supzr:

reciprocated. Further positive correlations (r - .36 across the five jobs,

between supervisor and peer ratings of trust suggest that a soldier who earns

the trust of his/her peers is also supportive of his superiors. This network

of relationships is likely to benefit the soldier in performing his/her jct

and in coping with Army life (e.g., Parker & DeCotiis, 1983).

An intriguing finding was that supervisors and peers seem to be influ-

enced by similiar patterns of interpersonal and relationship factors. This

result may be somewhat idiosyncratic to the present situation where supervi-

sors often work closely with their troops and might tend to have perspec-

tives on performance similar to peers. The generality of findings reported
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here should be investigated in other samples.

It would have been desirable to include the rater-ratee relationship

constructs and ratee traits in the same path analysis with the job profi-

ciency and job experience measures. However, shared method variance between

interpersonal relationship ratings and job performance ratings would have

made comparisons of these path coefficients with across method coefficients

impossible to interpret (Billings & Wroten, 1978). Thus, the path analysis

work was conducted separately from the correlational, policy-capturing analy-

sis. Comparing correlations between ratee traits and relationship factors

and job performance ratings does seem legitimate in that method variance/halo

is essentially equated in these comparisons.

The path analytic work presented here suggests that ratings are measur-

ing aspects of effectiveness largely different from those assessed by task

proficiency or job knowledge tests. Hands-on and knowledge tests are of

course maximum performance measures and tap the "can do" part of job perform-

ance. Ratings should be measuring more the "will do", typical perform-

ance-over-time facets of performance, the motivation-related, larger term

aspects of effectiveness on a job.

This is confirmed in part by strong path coefficents between cognitive

ability and job knowledge, but much weaker links between ability and job

performance ratings. If the opposite finding emerges when non-cognitive

predictors of performance are included (e.g., temperament, vocational

interest, background variables); that is, non-cognitive predictors relate

more strongly to ratings and less strongly to hands-on/job knowledge

criteria, then we will have more definitive evidence supporting this line of

97



-''% *SW - ~ T'W Tw rw'~.w 72 M WU V.'. W 2I W., W7 WW -- 1 11 SU " WX &-AJv P~1W V *J V1"v -J V

reasoning. Data now being gathered will allow these comparisons. In sum, we

believe that a better understanding of what criterion indexes are measuring

may come from examining relationships between criterion measures and between

different kinds of predictors and each criterion element.

In our judgment, the analysis of criterion measures does not come down

to a question if which criterion is better. Rather, they each appear to be
a

measuring somewhat different elements of job performance, each element

probably important in its own right. Regarding this argument, the notion of

applying multitrait-multimethod strategies to multiple criteria is

compelling, and it has been accomplished to a limited extent (e.g., Lawler,

1967). However, this approach needs to take account of the possibility that

different methods are measuring at least partially different criterion

elements, each with some degree of validity. Accordingly, we obtain

better coverage of criterion performance by employing multiple measures,

provided of course that each of the measures is tapping important facets of

performance.

To sum up, the present research has shed more light on some of the

factors influencing supervisor and peer ratings. Correlational analysis

revealed that perceived support and trust between rater and ratee is an

important component of supervisory and peer ratings. Further, supervisor and

peers seemed to focus on very similar factors when making performance

judgments. This may help to explain the reasonably high correlations (mostly

in 50's) between supervisor and peer job performance ratings in the present

research.

The pattern of path coefficients also showed that task proficiency and

job knowledge are significant factors in performance ratings, but for the
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most part different methods of measuring job performance yield quite differ-

ent results. Examining relationships between various kinds of predictor

measures and the criteria should provide additional clues as to what these

criteria are measuring.
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CRITERION REDUCTION AND COMBINATION VIA A
PARTICIPATIVE DECISION-MAKING PANEL

14John P. Campbell James H. Harris
Human Resources Research Organization

4 August 1985

Presented at a symposium, "Building a Composite Measure
of Soldier Performance," at the Annual Meeting of the

American Psychological Association, Los Angeles, California

This paper describes research performed under Project A: Improving
the Selection, Classification, and Utilization of Army Enlisted
Personnel. This nine-year, large scale program is designed to pro-
vide the Information and procedures required to meet the military
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most qualified soldiers. The research is
funded primarily by Army Project Number 2Q263731A792 and is being
conducted under the direction of the U.S. Army Research Institute
for the Behavioral and Social Sciences. Research scientists from
the Army Research Institute, the Human Resources Research Organiza-
tion, the American Institutes for Research, and the Personnel
Decisions Research Institute as well as many Army officers and
enlisted personnel are participating in this landmark effort.

All statements expressed In this paper are those of-the authors and
do not necessarily express the official opinions or policies of the
Army Research Institute or the Department of the Army.
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Criterion Reduction and Combination via a

Participative Decision Making Panel

John P. Campbell

James H. Harris

Human Resources Research Organization

The general problem of criterion combination has been a perennial issue

in personnel selection research. It is frequently the case that more than

one criterion measure is available but it is the validity of one decision (e.g.,

select/not select) that must be established. A number of solutions to the

problem have been suggested. Weighting component scores by their reliabili-

ties, weighting in proportion to their factor loading on the general factor,

weighting by each component's judged importance for the organization's goals,

or equal weighting via standard scores have all been proposed. However, if

the content of the criterion is taken as a definition of what the organiza-

tion wants its people to be able to contribute, then the most salient pro-

cedure is to weight components in terms of their judged importance. Such

judgments must be tempered by whatever psychometric data are available con-

cerning the reliability and construct validity of each criterion component.

Consequently, in the end, a number of parameters must be taken into account

before a final decision is made about how to use a particular component in

a, an overall criterion composite, and there is no analytic solution to which

we can appeal. It is a complex judgment process.
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This paper is about what happens when criterion data are analyzed,

evaluated, and interpreted by a committee; or in this case, when a tense

group of concerned psychologists attempts to evaluate and interpret a moun-

tain of field test data on a multitude of job performance measures and reach

a consensus on the nature of the criterion space and how it should be mea-

sured. It was at once an exercise in psychometrics, team building, organi-

zation development, and crises management.

The data were collected as part of a project entitled, "Improving the

selection, classification, and utilization of Army enlisted personnel" (or

Project A for short), which is funded through the Army Research Institute for

the Behavioral and Social Sciences (ARI).and, together with the ARI research

staff, is being carried out by a consortium of three firms, the Human Research

Organization (HumRRO), the American Institutes for Research (AIR), and Per-

sonnel Decisions Research Institute (PDRI). Project.A is a 9 year project and

Its overall purpose Is to provide the data necessary for designing improvements

in the selection/classificatinn system for enlisted personnel. The intended

improvements are in the form of developing new selection and classification

tests to supplement the Army's Vocational Aptitude Battery (ASVAB) and to vali-

date all selection/classification measures against a broad array of job per-

formance criteria. It is probably the largest R&D project ever undertaken in

personnel management. A complete description can be found in Eaton and Goer

(1983).

With the above as background, the specific objectives of the current

paper are the following.

1) To describe the nuts and bolts of what are called the cri-

terion field tests in Project A. The field tests were the

final development step before the full scale concurrent

validation of a comprehensive test battery involving over
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10,000 incumbents in 19 different jobs (MOS). The field

tests gathered data from 1369 people on a comprehensive array

of criterion measures and the general analytic strategy and

overall findings will be summarized.

2) To discuss interpretations made by the committee of concerned

psychologists.

3) To outline the current working model of job performance for

the domain of skilled jobs.

N
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Field Test: Introduction

The data upon which this paper (and the others in the symposium) are

based were collected as part of the field tests for the job performance

criterion measures being used in the Army's selection and classification

project (Project A). The nature of this very large project has already

been described. We are concerned here with the development of a set of cri-

tenion measures that cover the entire domain of job performance for the com-

plete population of entry level skilled jobs in the Army. The objectives

of the criterion field tests were to:

1) Provide item/scale analyses for the subsequent revision of

the criterion measures to be used in the major Project A

validation samples.

2) Provide data on the reliabilities and factor structures of

the performance ratings, job sample measures, and job

knowledge tests.

3) Provide data to estimate the interrelationships among the

major kinds of criterion measures.

4) Evaluate the data collection procedures to be used in the

large scale concurrent validation.

ad0



The Sample

The sample for the field tests was drawn from 9 different jobs, or

Military Occupational Specialties (MOS), and from six different locations.

The 9 jobs and their MOS designation were as follows.

liB Infantryman

13B Cannon Crewman

19E Tank Crewman

31C Radio Operator

63B Vehicle and Generator Mechanic

64C Motor Transport Operator

71L Administrative Specialist

91A Medical Care Specialist

95B Military Police

Tables 1 and 2 provide a breakdown of the sample sizes by MOS and by

location. USAREUR refers to the data collection site just outside Frankfurt,

Germany.

-1.
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Table I

Soldiers by MOS by Location

MOS

LOCATION TOTAL
11B 138 19E 31C 638 64C 7lL 91A 95B

1 Fort Hood 48 42 90

Fort Lewis 29 30 16 13 24 112

Fort Polk 30 31 26 26 60 30 42 245

Fort Riley 30 24 26 29 21 34 30 194

Fort Stewart 31 30 23 27 21 132

USAREUR 58 150 57 57 61 155 58 596

TOTAL 178 150 172 148 156 155 129 167 114 1369

Table 2

Soldiers by Sex by Race

Sex
Race 

-

Male Female Total

Black 330 58 388

Hispanic 37 3 40

White 789 104 893

Other 43 5 48

Total 1199 170 1369
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The Criterion Measures

The general model and procedures for criterion development in Project

A have already been described in the other papers in this symposium. The

basic cycle of a comprehensive literature review, conceptual development,

scale construction, pilot testing, scale revision, field testing and pro-

ponent (management) review was followed for each kind of criterion measure.

The primary goals of criterion measurement in Project A were to: a) make

a state-of-the-art attempt to develop job sample or "hands-on" measures of

job task proficiency, b) compare hands-on measurement to paper-and-pencil

tests and rating measures of proficiency on the same tasks (i.e. a multi-

trait, multi-method approach), c) develop rating scale measures of perfor-

mance factors that are common to all first tour enlisted MOS (army-wide

measures), d) develop standardized measures of training achievement for the

purpose of determining the relationship between training performance and job

performance, and e) evaluate existing archival and administrative records

as possible indicators of job performance.

Given these intentions, the overall criterion development effort focused

on three major methods: hands-on job samples, multiple choice knowledge

tests, and ratings. The behaviorally anchored rating scale (BARS) procedure

was extensively used in the development of the rating methods. A brief

description of each of the major types of measures is given below.

Hands-On Measures. A comprehensive task sampling procedure was used to

define the population of tasks in each MOS and then select,30 job tasks to

represent it. After the 30 tasks per MOS were selected, the two major de-

velopment tasks that remained before actual preparation of tests were the

review of the task lists by the proponent schools and the assignment of
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tasks to testing mode (i.e. hands-on job samples vs. knowledge

testing).

The completeness and representativeness of the task lists were offi-

cially reviewed by the proponent school. Only slight changes were made in

the task lists as a result of the reviews.

For assignment of tasks to testing mode, each task was rated by three

to five project staff on three dimensions:

0 The degree of physical skill required.

0 The degree to which the task must be performed in a series of

steps that cannot be omitted.

0 The degree to which speed of performance is an important indi-

cator of proficiency.

To the extent that a task was judged to require a high level of physical

4.. skill, a series of prescribed steps, and speed of performance it was assigned

to the hands-on mode. For each MOS, 15 tasks were designated for hands-on

measurement. Job knowledge test items were developed for all 30

tasks.

The pool of initial work samples (i.e. test items) for the hands-on measures

was then generated from training manuals, field manuals, interviews with officers

and job incumbents, and any other appropriate source. Each task "test" was

U' designed to take from 5 to 10 minutes and was composed of a number of steps

(e.g., in performing cardiopulmonary resuscitation), each of which was to be

scored "go, no-go" by an incumbent NCO. A complete set of directions and

training materials for scorers was developed. Scorer training is thorough

* and is intended to take the better part of one day. The initial hands-on
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measures and scorer directions were then pretested on 5 to 10 incumbents

in each MOS and revised accordingly.

MOS-Specific Job Knowledge Tests. Concurrently, a paper-and-pencil,

multiple-choice job knowledge test was developed to cover all of the 30

tasks in the MOS lists. The item content was generated on the basis of

training materials, job analysis information, and interviews, with 3 to 16

items prepared for each of the 30 tasks. For the 15 tasks also measured

hands-on, the knowledge items were intended to be as parallel as possible

to the steps that comprised the hands-on mode. The knowledge tests were

pilot tested on approximately 5 job incumbents per MOS. After revision

they were deemed ready for tryout with the field tests samples.

MOS Specific Task Ratings. A seven point rating scale was also de-

veloped for each of the 15 job tasks that were measured hands-on.

MOS-Specific BARS Scales. Following the procedure for developing be-

haviorally anchored rating scales, four critical incident workshops involving

70-75 officers and NCO's were completed for each of the 9 MOS. The usual re-

translation step was carried out, and six to nine MOS-specific performance

rating scales (Behaviorally Anchored Rating Scales, BARS) were developed for

each MOS. Directions and training materials for scales were also developed

and pretested.

Army-wide Rating Scales. Army-wide measures are defined as measures of

performance factors that are defined in the same way across all MOS. To con-

struct rating scales of army-wide factors, six critical incident workshops in-

volving 77 officers and NCO's were conducted. On the basis of the critical

incidents collected in all workshops, a preliminary set of 15 Army-wide per-

formance dimensions was identified and defined. Using a combination of workshop

and mail survey participants (N = 61), the initial set of dimensions was re-

translated and 11 Army-wide performance factors survived. The scaled cri-
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tical incidents were used to define anchors for each scale, and directions

and training materials for raters were developed and pretested.

Scales were also developed to rate overall performance and individual

potential for success as an NCO. Finally, rating scales were constructed

for each of 14 common tasks that were identified as part of the common re-

sponsibilities of each individual in every MOS.

Administrative (Archival) Indices. A major criterion development effort

*' was a systematic comparison of information found in the computerized Enlisted

Master File (EMF), the Official Military Personnel File (OMPF), which is a

series of several microfiche files kept centrally at the military personnel

center, and the Military Personnel Records Jacket (201 File), which is the

primary hand copy file that stays with the individual. A sample of 750 in-

cumbents, stratified by MOS and by location, was selected and the files searched.

For the 201 Files the research team made on-site visits and used a previously

developed protocol to record the relevant information. A total of 14 items of

information, including awards, letters of commendation, and disciplinary actions,

seemed, on the basis of their base rates and judged relevance, to have at

least some potential for service as criterion measures.

Unfortunately, the microfiche records appeared too incomplete to be use-

ful and searching the 201 Files was cumbersome and expensive. Consequently,

it was decided to try out a self-report measure for the 14 administrative in-

dices and compare it to actual 201 File information for the people in the

field trials.

Training Achievement Tests. For each MOS an item budget was prepared

matching job duty areas to course content modules and specifying the number of

items that should be written for each combination. An item pool that reflected

the item budget was then written by a team of SME's contracted for that purpose.

Next, training content SME's and job content SME's judged each item in
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terms of its relievance for training, its importance for the job (under each

of three scenarios - current peacetime, full alert, and a European conflict -

in a repeated measures design), and its difficulty. The items were then "re-

translated" back into their respective duty areas by the job SME's and into

their respective training modules by the training SME's. Items were desig-

nated as "job only" if they reflected task elements that were described as

- an important part of the job but had no match with training content; such

items are intended to be a measure of incidental learning in training.

Once the sample of task elements was determnined for each MOS and the

items written and edited for basic clarity and relevance to the training,

the job, or both, the pool was ready for tryout with the field test samplesI of incumbents and a sample of 50 trainees from each MOS.

Field Test Criterion Battery

The complete array of specific criterion measures that was actually used

at each field test site is given below. For each rating scale every effort

was made to obtain a complete set of supervisor, peer, and self ratings.

Also, the following distinctions are relevant for interpreting this list ofI variables. First, the distinction between MOS-specific and Army-wide is that
the Army-wide measures are the same across all MOS. That is, the same

questionnaire or the same rating scale is used. The content of the MOS spe-

cific measures, regardless of whether they are job samples, knowledge tests,

or ratings is specific to a particular job and is based on the task content

of that job. Second, the total sample of tasks is divided into commion tasks

and unique tasks. Common tasks (e.g., first aid, use of chemical/biological

warfare gear, etc.) are taught in basic training and are the responsibility

of every enlisted man or woman. Unique tasks are only taught in context of

a specific MOS. Both kinds were sampled for each MOS with the relative pro-
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portion determined by their relative judged importance in the MOS. For exam-

ple, tasks designated as common tasks are relatively more crucial for the

combat specialties. Finally the judgment (i.e. rating) of "NCO potential"

refers to the rating of a first tour enlisted man or woman's potential for

being an effective non commissioned officer, with supervisory responsibili-

'. ties, during the second tour of duty, assuming the individual would reenlist.

A. MOS-Specific Performance Measures

1) Paper-and-pencil tests of knowledge of task procedures
consisting of 3-16 items for each of 30 major job tasks for
each MOS. Item scores can be aggregated in at least the
following ways:

- Sum of item scores for each of the 30 tasks.
- Sum of item scores for common tasks.
- Sum of item scores for MOS unique tasks.
- Sum of item scores for 15 tasks also measured hands-on.

2) Hands-on measures of proficiency on tasks for each MOS when
the 15 tasks were selected from the 30 tasks measured with
the paper-and-pencil test.

- Individual task scores.
- Total score for common tasks.
- Total score for unique tasks.

3) Ratings of performance, using a 7 point scale, on each of the
15 tasks measured via hands-on methods by:

- Supervisors
- Peers
- Self

4) Behaviorally anchored rating scales of 5-9 performance dimen-
sions for each MOS by:

- Supervisors
- Peers
- Self

5) A general rating of overall MOS task performance by:

- Supervisors
- Peers
- Self
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6) A job history questionnaire administered to incumbents to de-
termine the frequency and recency of task performance on the
30 tasks being measured.

B. Arm-Wide Measures

1) Eleven behaviorally anchored rating scales designed to assess
the following dimensions. Three sets of ratings (i.e. from

supervisors, peers, and self) were obtained on each scale forI
each individual.

- Technical Knowledge/Skill
- Initiative/Effort
- Following Regulations/Orders
- Integrity
- Leading and Supporting
- Maintaining Assigned Equipment
- Maintaining Living/Work Areas
- Military Appearance
- Physical Fitness
- Self-Development
- Sel f-Control

2) A rating of general overall effectiveness as a soldier by:

- Supervisors
- Peers
- Self

3) A rating of non-commissioned officer (NCO) potential by:

- Supervisors
- Peers

-Self

4) A rating of performance on each of 14 common tasks from the
manual of common tasks by:

- Supervisors
- Peers
-Self

5) A 14-item self-report measure of certain administrative indices
such as awards, letters of commendation, and reenlistment
el igibilIi ty.

6) The same administrative indices taken from 201 Files.

7) The Environmental Qeustionnaire which is a 44 item descriptive
questionnaire completed by both incumbents and supervisors for
the purpose of describing 14 factors pertaining to organiza-
tional climate, structure, and practices.

8) A Leader Behavior Questionnaire designed to permit incumbents and
and supervisors to describe leadership policies and practices
in the unit,

9) A "measurement method "qupestionnaire designed to elicitopinions
about the fairness and race validity of each criterion measure.
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Procedure

For the purpose of data collection in the field tests the criterion

measures were divided into four major blocks corresponding to:

1) Hands-on (job sample) measures - (HO).

2) Rating measures (R) - both army-wide and MOS specific.

3) Paper-and-pencil tests of job knowledge (KN5 ).

4) Paper-and-pencil measures of training achievement (KN3 ).

Each block comprised one half day of participant time and each partici-

pant was tested for a two day period. During the week preceding data collec-

tion at each research site the scorers for the hands-on (job sample)

measure were given two days of training on scoring procedures, their in-

fluence on the reliability and validity of the measures, and the overall de-

sign and nature of Project A.

The major steps in the procedure were as follows.

Advance Preparation on Site

This activity required approximately three days per test site for:

1) briefings to Commanders of the units supplying the troopsto clarify the test objectives, activities, and

requi rements,

2) examination of the test site, equipment, supplies and
special requirements for the data collection and set-up
of the hands-on test stations,

3) training of the test administrators and scorers, and

.4) a dry-run of the test procedures.
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An officer and two NCO's from one of the supporting units was assigned

to support the field test. The officer provided liaison between the data

collection team and the tested units; and the NCO's coordinated the flow of

"em. equipment and personnel through the data collection procedures. The logistics

plan and test schedule were reviewed with the unit's administrative staff, after which

civilian and military scorers and other data personnel were trained. In the

training phase, a dry run of the procedures followed the data collection

schedule and used the personnel and locations designated for the test. The

training focused on the handling of problem situations, particularly those

- requiring remediation by the scientific staff.

Each test site had a test site manager (TSM) who supervised all of the

research activity and maintained the orderly flow of personnel through the

data collection points.

Scorer Training. Training for scorers and a dry run of the test

procedures for the hands-on (HO) measu*res proceeded as follows:

- Two project staff members conducted the training for each MOS. Training

began with an orientation session for the scorers . Then,

staff members reviewed five HO tasks with the scorers by describing the

equipment/material requirements. the procedures for setting up testing

stations, and the specific instructions for administering and scoring each HO
test. The scorers then alternated evaluating each other performing the

tasks. This provided experience in administering the HO tests and scoring
the performance measures of each. Project staff coached the

* "performers" to make unusual, as well as common. incorrect actions in order to

Cgive scorers practice in detecting and recording errors. The above procedure

also identified the steps of tasks that differ because of local Standard

Operating Procedures (SOP). When so identified. allowances were made for

.4. such differences in the test instructions.
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The second day of training was devoted to a dry-run of the test

procedures. All scorers simultaneously evaluated a staff member performing a

task. Problems arising from the instructions, test procedures, or task steps

were identified and corrected.

Adhinistration of the Measures

The administration schedule for a typical site (Fort Stewart, Georgia)

4is shown in Figure 1. The field test proceeded as follows: Thirty

31C and thirty 19E soldiers arrived at the test site Thursday 21 Feb 85 at 0745.

Each MOS was divided randomly into two groups of 15 soldiers each, identified as

Groups A, B, C, or D. Each group was directed to the appropriate area to

begin the administration appropriate for that group. They rotated under the

direction of the test site manager (TSM) through the scheduled areas according

to the schedule shown In Figure 1. The sequence was repeated for 30 91B and 30 63B

soldiers beginning Monday. 25 Feb 85 and for 30 IIB soldiers on Wednesday

27 Feb 85. The order of administration of the measures was counterbalanced.
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Figure 1

Field Test Schedule for Fort Stewart
19 Feb - 28 Feb 85

S31C 19E 91A 63B 11B

Group1  A B G H

Tuesday ---------- Scorer Training (All Scorers)-----------
19 Feb 85

Wednesday ---------- Scorer Training (All Scorers) ------------
20 Feb 85

Thursday AM PH PK5  PK5 PK3
21 Feb 85 PM K3  H R R

Friday AM RS K S H K5
22 Feb 85 PM W45 MR M3S MHS

Monday AM PH PK5  PK5 PK3
25 Feb 85 PM K3  H R R

Tuesday AM RS K3S H K5
26 Feb 85 PM WK5 MR W,3S MHS

Wednesday AM PH PK5
27 Feb 85 PM K5 H

Thursday AM K3S R

28 Feb 85 PM MR lK3S

1 Each Group equals 15 soldiers in same MOS.

Code: P - Personal and Job History form
K3 ;5 - Task 3 or Task S Knowledge Measures
H = Hands-on Measures
R a Self and Peer Ratings
S a Supervisor (rater and endorser) ratings
M a Measurement Method Questionaire
E z Records Extraction (201 File)
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Before any instruments were administered to any soldier, each was asked

to read a Privacy Act Statement, DA Form 4368-R. They were then administered

the Job History and Background Information forms and given 30 minutes to

complete them.

Administration of Job Samples (15 tasks measured hands-on). Depending

* on the task being measured, the location was outside (vehicle maintenance,

weapons cleaning) or inside (measure distance on a map). Scorers assigned

to each test station ensured the required equipment was on-hand, that the

station was set up correctly, and followed the procedures for administering

and scoring the tests. As each soldier entered the test station, the scorer

read aloud the instructions to the soldier and began the measure. The length

of time a soldier was at the test station depends both on the individual s

speed of performance and the complexity of the task.

Training Achievement Tests. The training knowledge test for each MOS

was in three booklets. The sequence of the booklets was alternated so that

soldiers sitting next to each other had different booklets. The purpose of

using booklets is to try to control the effects of fatigue and waning interest.

Soldiers had 45 minutes for each booklet and a 10-15 minute smoke, stretch,

and complain break between booklets.

Rating Scales. The administration of the peer, self, and supervisory

ratings proceeded as follows:

U' The ratings are designed around "rating units." Each rating unit con-

sists of the individual soldier to be evaluated, four identifiable peers, and

two identifiable supervisors. A peer is defined as an individual soldier to
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be evaluated who has been in the unit for at least two months and has

observed the ratee's job performance on several occasions. A supervisor is

defined as the individual's first or second line supervisor (normally his

rater and endorser.)

The procedure for assigning ratees to raters (both peers and

supervisors) consists of two major steps:

1) A screening step in which it is determined which ratees
could potentially be rated by which raters; and,

2) A computerized random assignment procedure which assigns
raters to ratees within the constraints that (a) the
rater indicated he/she could rate the ratee (Step 1);
(b) ratees with few potential raters are given priority
in the randomized assignment process; (c) the number of
ratees assigned the various raters is equalized as much
as possible across raters; and (d) the number of ratees
any given rater is asked to rate does not exceed a preset
maximum.

The potential raters were be given an alphabetized list of the ratees.

They were told the purpose of the ratings within the context of the research

and the criteria, e.g., minimum length of period of working together, which

they should use in deciding who they could rate. They were told the maximum

number of people they would be asked to rate and that assignments of ratees

to raters would be accomplis-ed randomly. They were further told that the

randomization procedure would attempt to equalize as much as possible the

number of ratees that any one rater will have to rate. The importance of
.e their careful and comprehensive examination of the list of ratees was

emphasized.

Next the rating scale administrator, using the training guide,

discussed the cobtent of each effectiveness category, and urged raters to

avoid common rating errors.
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A major thrust of the rater training program was an attempt to stan-

dardize the rating task for raters. With the lack of control to be expected,

4 an important concern was that all raters face the same (or a very nearly

similar) rating task. A serious potential confounding involves rating unit

and administrator. Lower average ratings for some rating units may be a

result of different sets (i.e., "rate more severely*) provided by

administrators handling those rating units rather than true performance

deficiencies in the rating units. Standardization of the administration

helps reduce this potential problem.

V A second major thrust of the rater training program was to make it

possible to obtain high quality ratings from the target subjects, their

peers. and their supervisors with a minimum of reading necessary on the part

of the raters. This was, as much as possible, an oral administration; the

rating program is not dependent on raters' reading large amounts of

material.

MOS-Specific Job Knowledge Tests. The MOS-specific knowledge tests

were grouped into four booklets of about seven or eight tasks per booklet.

-. Each booklet required about 45 minutes to complete. The order of the booklets

* and the order of the tasks in each booklet were rotated. There was a~ 10-15

minute smoke, stretch, and complain break between booklets. Again, the pur-

pose of the booklets was to try to control the effects of fatigue and waning

- interest. The measurement method rating was administered at the conclusion

of the second day's activities.
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Analysis

The general analytic steps were straightforward and consisted of the

following.

1) Item analysis for each job knowledge test for each MOS.

2) Item analysis for the training achievement tests for each MOS. An

analysis of item responses was done for a sample of 50 trainees as well

as for the field test samples.

3) An item analysis summary table for each knowledge test for each MOS.
The table for each MOS summarized item discrimination indices, item

difficulties, and the frequency of items that were flagged for various

kinds of potential keying errors (e.g., negative correlation with total

score, high frequency of response for incorrect answer).

4) An item (where task = item) analysis for each "hands-on" (job-sample) test.

5) A frequency distribution and scale statistics for each rating scale

for each MOS.

6) Inter-rater reliabilities for the individual rating scales.

7) Split half correlations (Spearman-Brown estimates) for the knowledge

tests and hands-on measures, test-retest coefficients for the hands-

on measures, and internal consistency indices where applicable.

8) A complete intercorrelation matrix of all the criterion variables

for each MOS down to the scale score and task score level (i.e. the

matrix included all the variables listed in the previous section).

9) A reduced intercorrelation matrix that included the following

variables.
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a. Three scores derived from the 15 job sample tasks (i.e. hands-on).

1 - Total score on all 15 tasks
2 - Total score on common tasks
3 -Total score on MOS specific tasks

b. The supervisor/peer ratings of incumbent performance on the 15
hands-on tasks (i.e. performance ratings on the tasks that were
included in the job sample).

Supervisor's Ratings

4 - Average rating on all 15 tasks
5 - Average ratng on common tasks
6 - Average rating on MOS specific tasks

Peers

7 - Average rating on all 15 tasks
8 - Average rating on common tasks
9 - Average rating on MOS specific tasks

c. MOS specific job knowledge tests - each of which included items
sampled from 30 major job tasks.

For the 15 taks also measured hands-on

10 - Total score
11 - Total score on common tasks
12 -Total score on MOS, specific tasks

For the 15 tasks not also measured hands-on

13 -Total score
14 - Total score on common tasks
15 - Total score on MOS specific tasks

d. Training achievement tests.

r 16 - Total score (all items)

e. Army-wide BARS scales.

Average of the eleven individual scales developed by the BARS
procedure

17 - Supervisor ratings
18 -Peer ratings

Overall performance scale

19 -Supervisor ratings
20 -Peer ratings
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NCO potential scale

21 - Supervisor ratings
22 - Peer ratings

General technical knowledge and skill scale

23 - Supervisor ratings
24 - Peer ratings

Average rating on the 14 common tasks included as part of
the Army-wide rating package

25 - Supervisor ratings
26 - Peer ratings

10) Factor analyses were also been carried out for the following matrices.

a) The matrix described in #9 above.

b) All rating scales.

c) A 45 x 45 multi-trait, multi-method matrix consisting of
job sample (hands-on) scores, knowledge test scores, and
supervisory ratings (methods) for the 15 job tasks (traits)
on which performance was assessed by each of the three
methods.
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RESULTS

Since all analyses were done for each of nine jobs, the number of

tables that can be created quickly becomes very large. What's reported

here are illustrative results for two very different jobs, infantryman (liB)

and administrative specialist (71L). They should give the flavor of the re-

sults and portray the major issues that must be confronted.

Item/Scale Analyses

The overall means and variances of a selected number of criterion vari-

ables for the two MOS are shown in Tables 3 and 4. All ratings were on a 7

point scale. The job knowledge scores are reported in terms of percent cor-

rect but the training test score is in terms of total number correct. Each

hands-on task test was scored in terms of number of steps done correctly and the

total score is the percentage of total steps correct across all 15 tasks.

- - - - Tables 3 and 4 About Here - - - -

It was gratifying that each measure produced considerable variance. In

no case were there highly leptokurtic or skewed distributions.

At this stage of their development, the paper-and-pencil tests proved

relatively difficult. For example, the means for the training achievement

tests tended to be between 50 and 60 percent correct, as were the means for

the job knowledge tests.

The distributions for the rating scales were surprisingly free of

leniency and skewness, which perhaps illustrates again the major difference

between rating measures as research instruments versus operational perfor-

mance appraisals. One consistent finding relative to the ratings was that
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* the peer ratings had a slightly higher mean and smaller standard deviation

than the supervisor ratings, but the differences were not large.

Test and Scale Reliability

The basic reliability information is summarized in Tables 5 and 6.

- --- Tables 5 and 6 About Here----

For the hands-on and knowledge tests, a split-half (odd-even) coeffi-

cient (Spearman-Brown Corrected) was computed while the principal index for

the rating scales was an estimate of the intra class correlation. The co-

efficient is an estimate of the inter rater agreement between two raters

(i.e. the reliability of the average of two, three, etc. raters would be

correspondingly higher).

In general, with two exceptions, the inter rater agreements for the

rating measures were as high or higher than those usually found for rating measures

(cf. Landy & Farr). Peer ratings using 3 or more raters would yield very high re-

liabilities. Also, the reliabilities for the BARS scales tended to be higher

than those for non-BARS scales and, as would be expected, the reliability of

the average rating across several scales was greater than for a single scale.

The high split half coefficients for the knowledge tests illustrate again

that carefully constructed achievement tests with a large number of items

are very reliable instruments.

Before the field tests, the reliabilities of the hands-on measures were

an unknown quantity. There is very little previous literature on which to

base an expectation. During the pilot tests there was very high agreement

between scorers but it was not possible to obtain two scorers per task during
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the field tests. The coefficient reported in the tables is the split half

coefficient obtained by correlating the score on 8 tasks with the score on

* "7 tasks and correcting to a total length of 15 tasks. The reliabilities are

again reasonably high, particularly in view of the fact that each task was

graded by a different scorer.

For 71L one additional piece of reliability information is available.

That particular MOS was one of four jobs for which there was a test-retest

estimate of reliability. That is. for four MOS the participants were asked

to return one week later and they were retested on the hands-on measures.

The test-retest coefficient was .69.
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Table 3

Means and standard deviations for selected

criterion variables: liB

STANDARD

N MEAN DEVIATION

1) HO: Total Score 162 56.1 12.3

2) Av Rating: HO Tasks (Supv) 149 4.5 0.6
3) Av Rating: HO Tasks (Peer) 171 4.5 0.6

4) Job KN Test Score (all HO) 172 54.1 11.4

5) Job KN Test Score (non HO) 172 59.5 10.9

6) Training KN Test Total Score 166 87.4 20.1

7) Avg BARS (Supv) 149 4.5 0.8
8) Avg BARS (Peer) 172 4.5 0.7

9) BARS: Overall (Supv) 149 4.5 1.0
10) BARS: Overall (Peer) 172 4.6 0.8

11) BARS: NCO Potential (Supv) 149 4.0 1.4
12) BARS: NCO Potential (Peer) 171 4.1 1.1

13) BARS: Tech Skill (Supv) 149 4.5 1.1
14) BARS: Tech Skill (Peer) 172 4.6 0.9

15) Av MOS BARS (Supv) 149 4.5 0.7
16) Av MOS BARS (Peer) 172 4.5 0.6

17) Av Rt: 14 Comm (Supv) 149 4.9 0.7
18) Av Rt: 14 Comm (Peer) 171 5.0 0.6
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Table 4

Means and standard deviations for selected

criterion variables: 71L

STANDARD
N MEAN DEVIATION

1) HO: Total Score 126 62.1 9.9
2H,

2) Av Rating: HO Tasks (Sup) 99 5.0 0.7
3) Av Rating: HO Tasks (Peer) 55 5.0 0.6

4) Job KN Test Score (all HO) 128 59.1 10.8
5) Job KN Test Score (non HO) 127 51.5 10.2

6) Training KN Test Total Score 129 54.3 10.3

7) Avg BARS (Supv) 109 4.7 0.8
8) Avg BARS (Peer) 64 4.8 0.7

9) BARS: Overall (Supv) 109 4.4 1.2
10) BARS: Overall (Peer) 64 4.7 0.9

11) BARS: NCO Potential (Supv) 109 4.8 1.3
12) BARS: NCO Potential (Peer) 64 4.8 0.9

13) BARS: Tech Skill (Supv) 109 4.5 1.2
14) BARS: Tech Skill Peer) 64 5.0 0.9

15) Av MOS BARS (Supv) 107 4.5 0.9
16) Av MOS BARS (Peer) 64 4.7 0.6

17) Av Rt: 14 Comm (Supv) 105 4.5 0.8
18) Av Rt: 14 Comm (Peer) 60 4.8 0.7
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Table 5

Reliability estimates for selected variables: 11B

RELIABILITY

Inter rater
Split-Half Agreement

1) HO: Total Score 49

2) Av Rating: HO Tasks (Supv) -- 74

3) Av Rating: HO Tasks (Peer) -- 77

4) Job KN Test Score (all HO) 84 --

5) Job KN Test Score (non HO) 82 --

6) Training K.N Test Total Score 91

7) Avg BARS (Supv) -- 82

8) Avg BARS (Peer) -- 80

9) BARS: Overall (Supv) -- 64

10) BARS: Overall (Peer) -- 47

11) BARS: NCO Potential (Supv) -- 74

12) BARS: NCO Potential (Peer) -- 57

13) BARS: Tech Skill (Supv) -- 49

14) BARS: Tech Skill (Peer) -- 58

15) Av MOS BARS (Supv) -- 78

16) Av MOS BARS (Peer) -- 81

17) Av Rt: 14 Comm (Supv) -- 77

18) Av Rt: 14 Comm (Peer) -- 78
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Table 6

Reliability estimates for selected variables: 71L

RELIABILITY

Inter rater
Split-Half Agreement

1) HO: Total Score 66 --

2) Av Rating: HO Tasks (Supv) -- 75
3) Av Rating: HO Tasks (Peer) -- 60
4) Job KN Test Score (all HO) 71
5) Job KN Test Score (non HO) 63 --

6) Training KN Test Total Score 84 --
-S

7) Avg BARS (Supv) -- 54
8) Avg BARS (Peer) -- 82

9) BARS: Overall (Supv) 77
10) BARS: Overall (Peer) 70

11) BARS: NCO Potential (Supv) 29
12) BARS: NCO Pot ential (Peer) 60

13) BARS: Tech Skill (Supv) -- 74
14) BARS: Tech Skill (Peer) -- 22

15) Av MOS BARS (Supv) -- 77
16) Av MOS BARS (Peer) -- 81

17) Av Rt: 14 Comm (Supv) 84
18) Av Rt: 14 Comm (Peer) -- 57
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Scale Intercorrelations

Project A might be accused by some of collecting a bit too much data.

The accusation becomes the most credible when the intent is to calculate an

intercorrelation matrix among the principal criterion measures. The list is

long or short depending on how much aggregation one is willing to tolerate.

If the supervisor, peer, and self ratings for all rating scales are counted,

* along with hands-on and knowledge test scores for each of the 30 tasks, the

total number of criterion variables is 162. Thatis a few too many to in-

terpret at a glance, without further reduction. One strategy is cluster or

,4 factor analysis but if you are lo-tech, feel anxious in the presence of too

many partial or semi-partial correlations, and respect rational professional

judgment, then such analyses are a court of last resort. Consequently, we

first eliminated self ratings from further consideration because they lower

correlations with other variables and greater leniency. Ratings for peers

and supervisors were then averaged on the assumption that 2 raters approxi-

mated parallel measures. In addition, we averaged across the eleven army-

wide scales, the 14 common task scales, the MOS task scales, and the MOS-spe-

cific BARS scales. For the hands-on and job knowledge tests scores were

totaled for the 15 tasks measured hands-on.

After all this was done, the variable list was reduced to 10 and the

intercorrelation matrices for liB and 71L are shown as Tables 7 and 8.

- - - - Tables 7 and 8 About Here - - - -

These two matrices are illustrative of some basic truths. First, the

methods correlate more highly within themselves than they do across measures.

If one were to examine a multi-method (hands-on, knowledge tests, ratings)

multi-trait (the 15 tasks) matrix and submit it to a factor analysis, the

factors would be defined by methods rather than job tasks. This is not un-

like what happens when individual assessment center measures are factored.
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Factors tend to be defined by the particular exercise or test rather than

the trait (Sackett & Dreher, 1982). However, two points are crucial.

The variables of task proficiency, job knowledge, and general soldiering

performance are not identical but they are also not independent, in spite of

the influence of method variance. Also, it is still one of the great un-

answered questions in applied psychology as to whether what we refer to as

method variance (e.g., halo) in ratings, paper-and-pencil knowledge tests,

or job sample tests is relevant and valid, or simply noise. It is not ne-

cessarily error, but may indeed reflect individual differences in performance

that are quite relevant.
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True Score Relationships

The inter correlations in the previous tables are between fallible

scores on each variable score. To get closer to the "truth" about the cri-

terion space, the intercorrelations were corrected for attenuation which

yielded an estimate of the true score intercorrelation matrix. The matrices

for liB and 71L are shown in Tables 9 and 10.

These correlations were computed on the assumption that the most accurate

portrayal of the structure of the criterion space is provided by the inter-

relationships among the true scores. Estimating true score correlations by

correcting for attenuation is a dangerous business which must be carefully

done. The reliabilities that were used for Tables 5 and 6 are conservative

in that they do not account for all the sources of error that might account

for unreliability. For example, variability across testing occasions is not

counted here but it might in fact serve to lower the correlations between

pairs of variables (e.g., hands-on and knowledge tests).

Looking at the true score intercorrelations it seems reasonable to con-

clude that the hands-on measures and the knowledge tests designed to be

parallel to them share a significant proportion of their variance. Also, the

knowledge test designed to have a higher association with the job sample

measure in fact does. Finally, the Amy-wide rating measures of general

soldier performance are by no means independent of the job sample measures

but they have less in common than do the knowledge tests. One very large

difference between tables 9 and 10 is in the lower correlations between the

ratings and the other variables, particularly the ratings of specific task

performance for 71L. However, administrative specialists tend to work more in

isolation than other MOS and aren't observed as closely. It all seems to make

reasonable sense,
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Participant and Administrator Reactions

In addition to the empirical resuilts, the field tests provided consi-

derable information about the logistical and administrative problems asso-

ciated with collecting such a massive amount of information from each indi-

vidual. The pooled feedback from both participants and adminstrators turned

up fewer problems than most project members had expected. Such a project,

organized in this fashion, can is fact be done. The first and probably most

important hurdle is to gain the commitment of the people at the research site.

Once the relevant personnel at the site truely believe that the project will

responsibilities then virtually all problems are solvable.

A major worry at the outset was the "motivation" of the participants

themselves. It turned out to be far less of a problem than most people ex-

pected. While there were the inevitable exceptions, virtually all the

participants seemed to take matters quite seriously and appeared to expend

their best effort; even on the knowledge tests. A standard comment in that

regard was, "well, we are supposed to know this stuff." The criterion mea-

sures that presented the most difficulty were the rating scales. Like every-

one else, Army enlisted personnel do not like to make formal evaluations of

other people, and frequently expressed discomfort at having to do so.
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N., Interpreting and Using the Field Test Results

The above results are only a bare summary of the complete data banks

% that were prepared for each MOS. Each data bank contained item and scale

analyses, intercorrelations down to the scale and subscale level, and factor

analyses of selected data sets. These data were carefully scrutinized by

the previously described criterion measurement group. The group included

the principal investigator for each of the criterion measures. Consequently,

for each variable there was at least one committee member with a strong

vested interest.

The other members of the committee consisted of the principal scientist

for the project, the Army Research Institute contract monitors for the cri-

terion development portions of the project, the Army Research Institute'sIi chief scientist for the project, and one hapless individual who had to serve

as chair (the second author of this paper) - ten people in all.

Again, the objectives of the group were to review the results of the

field tests and to agree upon the specific revisions that were to be made in

each criterion measure before the criterion array was declared the set of

criterion measures that would be used for the concurrent validation. The mode

of operation was for the principal investigator responsible for each criterion

to review carefully the relevant field test data and propose the specific

revisions, additions, or deletions that would maximize the reliability, accept-

ability, and construct validity of the job performance measures. A general

discussion then followed, and continued until the investigator's proposal

was accepted or a consensus was reached on what specific changes should in

fact be made.

As a result of these discussions, the self ratings were dropped but

both supervisor and peer ratings were retained, some hands-on tasks were
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dropped and others were revised, both sets of knowledge tests were reduced

in length by 20-30 percent, and the overall proportion of difficult items

was reduced. In spite of the high intercorrelations among the rating scales,

all the individual scales were retained. The primary reasons for retaining

all scales was their apparent face validity to the participants and the par-

ticipants' resistance to suggestions for eliminating or combining scales.

On the notion that it is a relatively simple matter to sum scales later, none

were eliminated. However, a number of changes were made in the scale direc-

tions and rater training procedures in an attempt to make them easier to use

and to further increase their reliability.

The obvious disadvantage of the committee approach to data interpreta-

tion is the time involved. More than once the membership wished for a good

dose of totalitarian power. On the positive side, all the major benefits of

participative decision making seemed to manifest themselves. Everyone con-

* cerned always knew what was being done, crucial issues tended not to get lost,

investigators could exercise veto power if the integrity of their product was

* being threatened, and considerable commitment seemed to have been generated.

* On balance, the time investment seemed worth it. In truth, on such a large

multi-faceted project it probably is not possible for one "expert" to make

these decision unilaterally. If the Project A model is used in the future

* with any frequency, applied psychologists must learn how to "manage" data

interpretation as well as data collection.
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AModel ofJob Performance

One of the major goals of the criterion component of Project A is to

6 describe a comprehensive model of performance for entry level skilled jobs

C' that makes sense conceptually and empirically, and which would be useful in

* future work on performance measurement. Whether or not the project can

- actually achieve such a goal must wait until the revised measures are used

C with larger samples. What we have currently are data on 100-150 people in

* each of nine jobs using pilot test versions of the instruments. However, in spite

of being premature, we would like to make the following points about modeling

the criterion space.

A basic point that should not generate argument is that job per-

formance is multi-dimensional. There is not one attribute, one outcome, one

* factor, or one anything that can be pointed to and labeled as job performance.

lt is perhaps a bit more arguable to go on from there and assert that job

performance is a construct (which implies a "theory" of performance), and is

manifested by a wide variety of behaviors, or things people do, that are

* judged to be important for accomplishing the goals of the organization. For

* example, a manager could make contributions to organizational goals by working

out congruent short term goals for his subordinates, and thereby guiding them

* in the right direction, or by praising them for a job well done, and thereby

increasing subsequent effort levels. Each of these activities probably requires differ-

ent knowledges and skills which are in turn most likely a function of different

abilities. Consequently, for any particular job, one fundamental task of per-

- formance measurement is to describe the basic factors that comprise performance.

* That is, how many such factors are there and what is their basic nature?

Saying that performance is multi-dimensional does not preclude using just one

index of an individual's contributions to make a specific personnel decision (e.g.,
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select/not select, promote/not promote). As argued by Schmidt and Kaplan

(1971) some years ago, it seems quite reasonable for the organization to

scale the importance of each major performance factor relative to a parti-

cular personnel decision that must be made and to combine the weighted fac-

tor scores into a composite that represents the total contribution or utility

of an individual's performance, within the context of that decision. That is,

the way in which performance information is weighted is a value judgment on

the organization's part. The determination of the specific combinational

rules (e.g., simple sum, weighted sum, non linear combination) that

best reflect what the organization is trying to accomplish is in large measure

a research question. In sum, it makes sense to assert that performance

in a particular job is made up of several relatively independent components

and then ask how each component relates to some continuum of overall utility.

It is quite possible for people with quite different strengths and weaknesses

on the performance factors to have very similar overall utility for the or-

ganizati on.

If performnance is characterized in the above manner, then a more formal

way to model performance is to think in terms of its latent structure. The

usual common factor model of the latent structure is. open to criticism be-

IF cause all of the criterion (i.e. performance) measures may not be at the same

level of explanation or they may be so qualitatively different that putting

them into the same correlation matrix doesn't seem appropriate. For example,

combining the dichotomous variable stay vs. leave (voluntarily) with a hands-

on job performance test score seems like a strange thing to do. Also, two

criteria may not be functionally independent. One may be a cause of the

other. The situation can be even further complicated if the causal vari-

able (e.g., a knowledge test of training content) is a "purer" (i.e. more
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* construct valid) measure of the latent variable of real interest than is the

final variable in the causal chain (e.g., a knowledge test of job content).

Conceptual gymnastics such as the above have led some people to propose

structural equation modeling as a way to portray more meaningfully the cri-

terion space and the associated predictor space (e.g., Bentler, 1980; James,

Muliak, & Brett, 1982).

From this perspective, the aims of criterion analysis are to use all

available evidence, theory, and profes..ional judgment to A) identify the

variables that are necessary and sufficient to explain the phenomena of in-

terest and B) specify the nature of the relationships between pairs of V'ari-

ables in terms of whether they are 1) correlated because one is a cause of

N another, 2) correlated because both are manifestations of the same latent

property, or 3) are independent. The more explicitly the causal directions

and the predicted magnitude of the associations can be specified the greater

the potential power of the model. That is, it more clearly outlines the kinds

of data to be collected and the kinds of analyses to be done; and it provides

a much more explicit framework within which to interpret empirical results.

Within the structural equation framework there are two general kinds of

models, one dealing with manifest variables (operational measures) and one

with latent variables (constructs). The most thorough portrayal of a domain

involves both. Certainly we have assumed that it does in Project A. The pro-

posal and research plans have talked explicitly about criterion constructs

and criterion measures. What we really want to model, in terms of identifying

the necessary and sufficient variables and their causal interrelationships,

are the more "fundamen~tal" underlying constructs. What we in fact will have

are operational measures that represent the constructs (hopefully).
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A textbook illustration of a latent structural model and its associated

operational measures is shown in the attached figure from James, Muliak, &

Brett (1982), p. 121.

- - - - Figure 2 About Here

A few points, some general - some specific, should be made about such a

picture.

First, it is true that we simply know a lot more about predictor con-

structs than we do about job performance constructs. There are volumes of

research on the former, and almost none on the latter. For personnel psy-

chologists it is almost second nature to talk about predictors in terms of

constructs. Investigation of job performance criterion constructs seems

limited to those few studies dealing with synthetic validity and those using

the critical incident format to develop performance factors. Relative to

the latter, the jobs receiving the most attention have been managers, nurses,

firefighters, police officers, and perhaps college professors (cf Landy &

Farr, 1983).

Second, the usual textbook illustration of a latent structural equation

model shows each latent variable being represented by one or more manifest

operational measures. However, in our situation, just as it is easy to think

of examples where a predictor test score could be a function of more than one

latent variable (e.g., A computerized two-hand tracking apparatus could be

a function of several latent psychomotor "factors"), the same will be true

of criterion measures.

Third, we would be hard-pressed to defend placing the criterion vari-

ables on some continuum from immediate, to intermediate, to more ultimate

as a means for portraying their relative importance or functional inter-
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relationships. For example, although there are good reasons for developing

% hands-on performance measures, is there any among us who would be willing to

defend hands-on performance scores as the "most ultimate" measure? We hope

not.

Fourth, it is also true that the development of the criterion variables

was guided to a certain degree by what we thought were the constructs/factors

making up enlisted performance. The work was also guided by the desire to

cover as many bases as possible relative to the population of criterion mea-

sures that it is possible to collect. That is, because we know so little

about the latent structure of job performance, we used every bit of technology

we had.

Fifth, because we have such a mixture of a large number of variables,

specifying a formal structural model that can indeed be tested with LISREL V

would be difficult. However, as a means for focusing discussions and argu-

ments about criterion relevance, criterion combination, criterion equivalence,

etc., attempting to construct such a model should be very useful.

Sixth, a conjoint model would most likely come closest to revealing the

"truth" about how the criterion measures should be combined for specific

decision making purposes. That is, it is probably the case that the score or

value assigned to a particular level on one variable is a function of the

individual's standing on another variable (e.g., if an individual if going to

attrit, it doesn't matter what his or her hands-on performance score is).

Conversely, if an individual is a poor performer on a hands-on measure, we

may want him or her to leave but if the individual is a good performer,

leaving the Army is bad. (It gets complicated very quickly). One problem

with applying a conjoint model is that actually estimating the parameter
4* .

values rapidly becomes a very complicated data collection task.
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The exercise

The next step will be to try our hand at developing a tentative

structural model. This will involve a lot of arguing about things like:

1) What is the best portrayal of the latent variables in the

criterion space?

2) What is the best estimate of how these latent variables are

interrelated? Specifically: On the basis of the hypothesized

latent structure

a) For each pair of manifest variables, should there

be a causal relation via common latent variable,

or no relation?

b) Should a particular non zero relationship be

positive or negative, linear, or non linear?

c) If non linear, why?

We don't have very good answers to such questions at present, but as

a first attempt at portraying the latent structure suppose we suggest that

the enlisted performance domain is made up of the following general factors.

1) Maintaining and upgrading current job knowledge (including

common tasks). A legitimate question here might be why the

mere possession of job knowledge should be a factor in the

performance domain. However, if a major goal of the Army is

to be ready to enter a conflict on short notice, then possess-

ing a high degree of current knowledge is performance. Having

the proper information and being able to use it (factor 1)

are not the same thing. However, neither are they independent.

Consequently, our model must stipulate that these first two

factors are significantly correlated and the relationship stems
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* both from sharing common requirements (e.g., general cognitive

ability) and because factor two is in part a '"cue of per-

formance differences on factor one.

2) Technical proficiency on the primary job tasks. This factor

refers to being able to perform on the technical content, be

it complicated or simple. Technical is defined broadly but

not so broadly as to include leadership or other interpersonal

interaction task requirements. Within this construct the con-

tent of the tasks may vary considerably and rely on very

different abilities (e.g., playing a musical instrument vs.

repairing a truck generator). For most jobs it might also be

possible to think of two such general factors, the execution of

"standard" procedures and troubleshooting special problems.

3) Exhibiting peer leadership and support. It is often the case

that enlisted personnel have the opportunity to teach, support,

or provide leadership for their peers. This factor refers to

the frequency and proficiency with which people do that when

the occasion arises. It would also be reasonable to think of

p this factor as composed of the four subgeneral factors that

have been found in leadership research (e.g., Bowers & Seashore,

1966), goal setting, facilitating goal attainment, one-on-one

p individual support, and facilitating group morale.

4) Demonstrating commitment to Army regulations and traditions.

Performance on this factor refers to maintaining living quar-

ters equipment, and maintaining a high level of physical fitness

and appropriate military appearance. This factor is perhaps a

bit more tenuous than the others. Defining it this way assumes
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that all of the different elements will covary to a high degree.I

5) Continuing to perform under adverse conditions. This factor

would share many components in common with the previous three

and thus should not be orthogonal. However the act of

carrying out job assignments when wet, tired, or in danger is I
viewed as a very important and distinct aspect of performance.

6) Avoiding serious disciplinary problems. Incurring disciplinary

actions because of problems with drugs, alcohol, neglect of .

duty, or serious interpersonal conflict represent a great cost

to the Anny. Successfully avoiding these costs is viewed as

an important factor in overall performance.

Standing in a direct causal relation to the performance factors are

knowledges and skills learned during training, abilities and other individual

characteristics present at the time of hire, and the choice to perform, which

is supposedly under motivational control. For our purposes here, the causal

latent variables of most concern are the knowledges, skills, and motivational

predispositions acquired during training. Consequently, we might posit that

there are three major training performance factors in the latent structure.

1) Hands-on task proficiency.

2) General job knowledge.

3) Exhibiting good soldiering skills and discipline.

A very rough schematic that portrays these latent variables and also lists

the observable measures of them that we have available in Project A is shown

in Figure 3. The arrows between latent variables and operational measures in-

dicate an expected correlation. The expected size of the correlation is not

indicated. Arrows between latent variables indicate a hypothesized causal relation.

- - - - Figure 3 About Here - - - -
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*some issues and problems with which we must deal.

First, the principal data upon which the list of latent constructs is

based are the results of the critical incident workshops conducted during

the development of the behaviorally anchored rating scales. We have not yet

had the opportunity to examine the factor structure of the hands-on measures

* or knowledge tests, or even to look comprehensively at the factor construct

of all the rating scales. These analyses really must wait until larger sam-

pie sizes are available with the revised measures. Such data are currently

being collected as part of Project A's concurrent validation sample where

N's will be 500-700 for each MOS.

Second, the manifest job performance variables are by no means "pure"

measures of the latent constructs. For example, factor two would

* seem to underly virtually all of the observable measures. By contrast the

"tavoidance of disciplinary problems" should influence only some of the army-

wide BARS scales, NCO potential, attrition, and perhaps expected combat per-

formance. However in general, most of the observable variables are probably

multiply determined.

Third, the above reasoning suggests that if the operational criteria

share so many common determinants they probably should not receive grossly

differential weights when combined into composites for the purpose of test

* validation.

Fourth, differential prediction of job performance across jobs must come

from different requirements for success on factors one and two. (e.g., psy-

* chomotor abilities vs. verbal ability). To a certain extent it could also

result from a greater weight being given in some MOS to peer leadership and

performance under adverse conditions.

Fifth, limiting measures of training success to paper-and-pencil tests of
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knowledges mastered is probably not sufficient. To more completely determine

the relationship of training performance to job performance additional mea-

sures would be required.

Sixth, the causal relations among: the individual differences present at

the time of entry; the latent variables making up training performance; the

latent variables that constitute job performance; and the operational cri-

terion measures,can be described with brilliant understatement by saying

that they are complex. As part of that complexity it seems reasonable to

assert that:

-Among the latent variables describing training performance, hands-

on proficiency and content knowledge are more highly related to

each other than either is to soldiering skills and discipline.

Further, content knowledge stands in at least a partial causal

relation to hands-on proficiency.

-Among the latent variables describing job performance, job know-

ledge would seem to come first in the causal chain since it at

least partially determines technical proficiency. However, both

these factors most likely cause at least some of the individual

differences in peer leadership performance. A causal relation

between technical proficiency and either commitent to regulations/tra-

ditions or avoiding disciplinary problems does not seem so likely.

However, some may wonder whether or not commitment to regulations/

traditions and avoidance of disciplinary problems are bipolar.

-If the first two factors were measured with high construct vali-

dity then factor one (current job knowledge) should have a direct

effect only on job knowledge tests. Job knowledge should create
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differences on other OFr,,ational measures only through its

influence on technical proficiency. Consequently, if techni-

cal proficiency could be held constant the observed correla-

tions between job knowledge tests and all other variables

should be reduced to zero.

• -Since peer leadership and support was given a broad definition

(in terms of leadership theory), greater knowledge, higher

technical skill, higher commitment, demonstrated performance

under stress, and an exemplary record would all "cause" an in-

dividual to exhibit more effective peer leadership.

-As somewhat of a contrast, performance under adverse conditions

is conceptualized as a dispositional variable. Consequently

it would be under motivational control and not a function of

knowledge or ability.

A Final Comment

The above comments are still highly speculative. Such a model of per-

formance will go through many iterations before the project is finished. Even

this brief discussion illustrates that when the task force meets again to

consider the analysis and interpretation of the data from the concurrent vali-

dation itself there will be lots to argue about. The pros and cons of scien-

tific dictatorship first participatory democracy will be hotly debated. We

hope that at least some of us will survive, and the project as well.
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.11 This paper describes research performed under Project A: Improving
the Selection, Classification, and Utilization of Army Enlisted

* Personnel. This nine-year, large scale program is designed to pro-
vide the information and procedures required to meet the military
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most qualified soldiers. The research is
funded primarily by Army Project Number 2Q?63731A792 and is being
conducted under the direction of the U.S. Army Research Institute
for the Behavioral and Social Sciences. Research scientists from
the Army Research Institute, the Human Resources Research Organiza-
tion, the American Institutes for Research, and the Personnel
Decisions Research Institute as well as many Army officers and
enlisted personnel are participating in this landmark effort.

All statements expressed in this paper are those of the author and
do not necessarily express the official opinions or policies of the
U.S. Army Research Institute or the Department of the Army.
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MEASUREMENT OF ENTRY-LEVEL JOB PERFORMANCE

Newell K. Eaton
I

U.S. Army Research Institute for the Behavioral

and Social Sciences, Alexandria, Virginia

The purpose of this paper is to introduce the research project

from which the data are drawn for the following papers on combining

knowledge and hands-on measures, performance ratings, and criterion

reduction. I hope it will also provide an overview of the criterion

measurement strategy so as to place those papers in the context of the

, larger effort. I would also like to add that much of the criterion

measures research discussed today is part of the Army's contribution to
a.

the Joint Services criterion neasurement project described by Bert

Green and his colleagues in a symposium here at APA Saturday.

IPortions of this paper have Deen adapted from Eaton, N. K., Goer, M.
H., and Zook, L. M. (1984) Introduction to current Army selection and
classification research. In N. K . Eaton, M. H. Goer, and L. M. Zook

(Eds.) Improving the selection, classification, a. utilization of
Army enlisted personnel: Annual report, 1984 Fiscai Year (Tecnnical
Report 660). Alexandria, VA: U.S. Army Research Institute for the
Behavioral and Social Sciences, and Eaton, N. K., Hanser, L. M., and

Shields, J. S. (In Press) Validating selection tests against job per-
formance. In J. Zeidner (Ed.) Human productivity enhancement. New
York: Praeger.
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In 1982 the Army began a comprehensive 9-year selection, classifi-

cation and assignment research program. The goal is a computerized

personnel allocation system to match available personnel resources with

Army manpower requirements, based on biographical, psychological, and
performance measures and a firm quantification of their interrelation-

ships. "Project A"l will develop, for first- and second-tour soldiers,

new predictor tests and composites, performance measures, composites,

and utility values, and an empirical description of their intercorre-

lations. These, along with supply and demand forecasts, will be the

basis for the concurrent development, by "Project B,"1 of the computer-

ized allocation system. The major features of the program are illus-

trated in Figure 1. These major features are the new predictor tests,

K their empirical linkage to both training and job performance, the use

of all these data in reenlistment decisions, the allocation system for

enlistment and reenlistment based on these data, and the determination

of manpower and personnel requirements based on these data.

The research program is designed to facilitate the management of

the U.S. Army enlisted force. This is one of the most complex person-

nel management tasks in the world. Each year over 400,000 people apply

for 135,000 first-tour positions in over 250 military occupational

specialties. Over 80,000 soldiers reenlist in about 350 different oc-

cupations. Typically, an individual is guaranteed specific occupa-

tional training at the time he or she signs an enlistment contract, and

a specific occupation upon reenlistment. Enlistment can be up to one

year prior to entering the Army. The decision to select the individual
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for service or reenlistment and to allocate an occupation must be made

to meet the needs of the individual as well as the near-term require-

ments and long-range objectives of the Army.

Of course, the Army is not now without tools for making such deci-

sions. Standards are in place for initial selection and classifica-

tion. They have been shown to be valid for training performance and

job knowledge in many occupations. A system does exist for occupation

allocation in enlistment and reenlistment. With the accomplishiment of

Projects A and B, however, the Army's personnel system will De far su-

perior to existing systems, benefiting both individual sodiers ana tne

productivity of the Army.

A major effort to develop new predictor and performance measures

is being conducted to expand the dimensionality and accuracy of meas-

urement of the respective predictor and criterion spaces. At this t.me

there appears to be a heavy general-ability 1o3Jdng in both tne paper-

and-pencil Armied Services Vocational Aptitude Battery used for se.ec-

tion and classification, and the current paper-and pencil job knowle-ge

tests, called SKill Qualification Tests. Tne research described nere

is designed to provide measures that more completely encompass tne fjIl

range of potential performance prediction, and to provide criterion

measures that more adequately represent actual job performance. T-

gether, these should enable the Army to make the most valid perfor:nance

predictions. An improved personnel management system, based on a vari-

ety of better predictor and performance measures, from an appropriate

L
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sampling of representative Army occupations, is illustrated in Figure

2. In each occupation the most valid composite from a full range of

predictors will be used as selection and classification factors to

provide the best person-job match for overall soldier performance.

Research Design

The Project A research design is shown in Figure 3. A key feature

of the design is its iterative nature. Data are being collected In

three iterations to provide for timely and responsive results during

the course of the effort, as well as to correct for errors and to take

advantage of opportunities.

In the first iteration, file data fron accessions in fiscal year

1981 and 1962 were evaluated to verify the empirical linkage between

existing ASVAB scores and subsequent training and first-tour knowledge

test performance.

In tne second iteration about 12,000 first-tour soldiers are par-

ticipating in a concurrent validation effort this summer. About 600

soldiers in 19 representative occupations are being tested. The test-

ing this sumner is based on an extensive field testing effort conducted

last smmer, fall, and winter. A revised test battery, including

computer-administered perceptual and psychomotor predictor instruments,

is being concurrently administered with a set of job-specific and gen-

eral performance indices and rating measures. About a hundred soldiers

in each occupation will be retested after three years, during their

second Army tour.

165

8P ' - , .. '- . ':, ,'....,'2-'-, ,. '. 2 . .. . .. . ,- - , . .- :., . .. . .



Zw

0
W ccww

(UJ >wLIU
0 z i
ccZ 

h

IL
fA 

s

11

w
I-L

166



LL. 40 -1 €

IP L

*- - " ' i v -" -- .V V j'U

''.c

w6

."''4'''4"'', . . , . '" ' " ' v . . .. . . ,"" , . I . ', . ; . . ; ' ,, C . ".:.:; .'-;'- ' ...:. . .•; . .. ....K . .. ..



The 19 occupations chosen for testing comprise a specially se-

lected representative sample of the Army's 250 entry-level occupations.

Occupation selection was based on an initial clustering of occupations,

derived from rated similarities in content. These 19 occupations cho-

sen account for about 45 percent of Army accessions. In most of the

occupations sample sizes are sufficient to evaluate empirically botn

race and sex fairness.

In the third iteration all of the measures, refined by the experi-

ences of the first and second iteration, will be collected se-jentially

in a predictive validity design. About 50,000 soldiers across aboit 20

* occupations will be included in the fiscal year 1986 and 1987 predictor

battery administration. After losses from all factors, about 3,50

will be included in second-tour performance measurement in fiscal year-

* The Criterion Space

The design ofl the research has been driven by the desire t-- meas-

ure job performance comprehensively and to assess the utility of dif-

ferences in individual job performance to the organization. Because of

* the dimensionality of job performance, many different performance meas-

ures are not only possible, but desirable. The problem is to identify

the fundamental factors contributing to successful performance in a

specific job and then to develop appropriate measures. The selection

of the appropriate measures has been a matter of judgment and anay.1s.

The first step in developing the performance measures was an anal-

ysis of each occupation. An extensive task inventory for each of tne
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19 key occupations was developed, based on Soldier's Manuals, and offi-

cial occupational surveys, and also from numerous subject matter ex-

perts. Efforts were made to understand the behavioral aspects of each

task, to standardize the generality of task descriptions, and to deter-

mine the variability of performance, importance, and frequency for each

task. In addition, critical incident workshops were conducted with

non-commissioned officers and commnissioned officers. They generated

examples of effective and ineffective performance as well as those

general aspects of soldier effectiveness that contribute to organiza-

*tional effectiveness, such as following orders and regulations. As a

consequence the target criterion space went beyond specific job per-

* formance to include aspects of socialization and commritment to the

organization. Using the critical incidents generated in these work-

shops, job-specific and Army-wide performance dimensions were identi-

* fied and defined.

* Criterion Measures

Criterion measures consist of hands-on tests, paper-and-pencil

based job knowledge tests, and both peer and supervisory ratings. The

final selection of tasks for hands-on and job knowledge testing was

based on task importance, task difficulty and intertask similarity

judgments from subject matter experts. Tasks were clustered based on

intertask similarity. Tasks were selected from the clusters on the

basis of importance and difficulty to represent each cluster.

169



On this basis, 30 tasks were selected for each occupation. Proce-

dural knowledge, paper-and-pencil based measures, consisting of 3-16

items, were developed for each of these 30 tasks. One of the 30 tasks

selected for mechanics is "troubleshoot electrical system." The first

of the 10 itemns tested on this task is shown in Figure 4. It illus-

trates the extensive use of drawings in these paper and pencil measures

of task knowledge, and the procedural nature of the items.

For a subset of 15 of the 30 tasks chosen for testing, hands-on

measures were also developed. Tasks were chosen for hands-on measure-

ment if they were judged to require a high level of physical skill, a

series of prescribed steps, and speed of performance. The scoresheet

for the hands-on test of the mechanic's task "troubleshoot electrical

system" is shown in Figure 5. The hands-on items are scored "go" or

''no go.'' The first action to be performed on this task is to check the

alternator drive belt tension. This was also the f irst itemn in the

procedural knowledge test of this task shown in the previous figure.

In almost every case, the hands-on tests were parallel in item content

with the procedural knowledge tests of the same task.

A simple 7-point rating scale was also developed for each of tne

15 tasks selected for hands-on measurement for each occupation. Both

supervisors and peers provided the ratings.

Figure 6 helps to summrarize the task-based testing. Of the 30

tasks chosen for procedural knowledge testing in each occupation, 15
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You must troutleshoot the el.ectrical system~ of ar, mB09

series vehicle.p 1. You are *checking the alternator drive belt tension. where
on Figure 1 below should you check t~he tension?
A. 1

B. 2
Dc.3
DC. 4

-77

w2

;AN DORIVE

PU L i.

ALTEqNACR
DRIVE PULL,.y
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SCORESHEET

Scorer: Soldier:

Date: SSN:

Note to Scorer: Tell the soldier: -YOU MUST TROU3LESHOOT THE
ELECTRICAL SYSTEM ON THIS TRUCK. FIRST YOU
SHOULD CHECK THE ALTERNATOR DR:VEBELT TENS:3N."

PERFORMANCE MEASURES GO NO-GO

1. Pushed down on one alternator drive
belt midway between alternator
drive pulley and fan drive pulley.
Found tension correct.

2. Pushed down on other alternator
drive belt midway between
alternator drive pulley and fan

drive pulley. Found tension
correct.

Note to Scorer: Tell the soldier: "NOW YOU SHOULD TEST T..E

ALTERNATOR OUTPUT VOLTAGE"

PERFOR-MANCE MEASURES GO NC-GO

3. Removed battery ground cable from
battery.

4. Removed alternator terminal cover.

5. Reconnected battery ground.

Note to Scorer: Stop the soldier now and say, "NOW INSTEAD
OF ACTUALLY PERFORM:NG THE NEXT STEPS, I WANT
YOU TO TELL ME WHAT YOU WOULD DO TO FINiSH THE
TASK. YOU CAN WALK THROUGH IT IF YOU WANT WHLE
YOU TELL ME.*
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were also evaluated through hands-on testing, and both peer and super-

visory ratings. Some of these 15 tasks for mechanics are shown in the

illustration.

This design is expected to allow a mcre complete evaluation of

task performance as well as a better understanding of the types of

tasks for which the different testing modalities are most appropriate.

More Rating Scales

Analyses of data from the behavioral workshops formed the basis

for developizent of another set of performance measures. Eleven behav-

iorally-anchored rating scales were developed for application to sol-

diers regardless of occupation. In addition, six to nine behaviorally-

anchored occupation-specific ratings were developed for each occupa-

tion. Last scales were developed to rate overall performance, individ-

ual potential, and performance on 14 Army tasks comnon to all

occupations. Our goal was to obtain ratings on each soldier, with each

rating scale, from two supervisors and four peers.

The Relationship between Task Clusters, Tasks Selected for Testing, and

the BARS

The clusters of tasks for mechanics are shown in Figure 7. In the

column of numbers on the left side of the illustration are shown the

distribution of the 15 tasks specific to mechanics that were chosen for

hands-on, procedural knowledge, and rating measurement. The center
61

column shows the distribution of the 15 additional tasks from the clus-

ter chosen for procedural knowledge testing only. The column on the

right illustrates the occupation-specific rating dimensions measured by
lie.
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BARS. Comparison of the task clusters on the left with the rating

dimensions on the right illustrates the more general nature of the

rating dimensions. The task clusters are primarily content based, and

tasks within the clusters reflect actions or procedures related to that

content, such as troubleshooting, repairing, or maintaining the elec-

trical system. The rating dimensions are more process based, and cross

task clusters. For example, the BARS troubleshooting dimension is spe-

cific to 3 hands-on tasks, and J4 additional knowledge only tasks, in

five of the task clusters.

Multiple Choice Job Knowledge Testing

For each occupation a traditional multiple-choice job knowledge

test was also developed. Each contains between 125 and 250 items per

occupation. These were developed as training criterion measures, based

on item budgets designed to reflect the incidence of performance of

tasks within duty areas. While designed as training measures, more

than 95% of the items are appropriate as both end-of-training and first

tour measures, based on the similarily of content pertinent to these

stages of the soldi.er's career.

To complement the measures of performance described, additional

scales were developed to evaluate the impact of environmental and

leadership variables on performance, and to estimate possible perform-

ance in combat situations.
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Criterion Measurement by Occupation

The complete set of performance measures was generated for 9 of

the 19 occupations. For the remaining 10 occupations a partial set of

measures were developed. The occupations receiving complete or partial

treatment are shown in Figure 8. Those occupations with conplete test-

ing are shown on the upper portion of the illustration, while those

occupations with partial testing are shown on the lower portion. The

primary difference is the development of occupation-specific BARS, and

hands-on, procedural knowledge, and rating measures of representative

K .tasks in the 9 occupations shown on the upper half of the illustration.

These complement the multiple choice job knowledge measures, "Army-

wide" BARS and common task ratings, and leadership, environment, and

combat measures developed for all 19 occupations.

Field Tests

Tne final step in the development of each criterion measure for

the concurrent validation was a field test designed to assess the ad-

ministrative feasibility, reliability and acceptability of the meas-

ures. Field tests were conducted with approximately 150 soldiers in

each of the 9 occupations with complete testing programs. These sol-

diers were about halfway through their first tour. Consequently they

were tested at about the same time in their career as the 12,000 sol-

diers participating in the concurrent validation this summer are being

tested. More limited field testing was accomplished with 50 soldiers

in each of the 10 additional occupations selected for partial testing.

These soldiers were tested at the end of training. This was consistent
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with the intent that their item-based occupational-specific knowledge

test be a measure of training performance. Information obtained from

the field tests formed the basis for the selection of the performance

measures to be used in the 12,000-soldier concurrent validation of our

predictor tests this summer.

The Criterion Measures Task Force

During field testing, the criterion measures just described re-

quired about 16 hours for soldiers in the 9 occupations with complete

measures. For purposes of the massive concurrent validation, testing

time needed to be reduced to 12 hours. For the remaining 10 occupa-

tions, measures which required 6 hours, had to be reduced to fit a

4-hour block in the concurrent validation.

A criterion measures task force was established to guide the re-

finement of the criterion measures based upon the field test data.

Their goal was to achieve the testing time reduction while retaining

the dimensionality and comprehensiveness of the performance measure-

ment, and the fine-tuning of the tasks, items, and scales suggested by

the field test data. The members of the task force are shcwn in Figure

9. They included members whose objectives were to deal with tne over-

all scientific quality of the measures, as well individuals who were

proponents of specific areas of measurement and analysis.

The data analyses from the field tests presented to the task

Ii force, as well as the nature of their deliberations, and the guidance

they generated, are summarized in the following papers in this sympo-

sium. These data have provided intriguing glimpses into the relation-

S
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ships among the different aspects of the performance space, as indexen

through different measurement modalities, and of the latent struct.,jre

of that space.
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Author Notes

This paper was prepared as part of a symposium on "xadn h

Measurement of Predictor Space for Military Enlisted Jobs," presented at

the annual meeting of the American Psychological Association, August,

-1985. Each of the papers discusses a different aspect of developing a set

of predictor measures for the Army's Project A, an effort designed to

Improve the selection, classification and utilization of enlisted person-

nel. Research scientists from the U.S. Army Research Institute for the

Behavioral and Social Sciences, the Human Resources Research Organization,

a~a, the Amierican Institutes for Research, and the Personnel Decisions Research

-a, Institute as w~ell as many Army officers and enlisted personnel are par-

ticipating in this effort. This research Is being funded by the U.S. Army

'a.Research Institute, Contract No. JIDA 903-82-C-0531. All statements ex-

pressed In this paper are those ot the authors and do not necessarily

express the official opinions or policies of the Army Research Institute

or the Vepartment of the Army.
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Problems, Issues, and Results in the

Development of Temperament, Biographical, and Interest Measures

Rationale

The Armed Services Vocational Aptitude Battery, ASVAB, has been used

with considerable success to predict performance in training; but its

usefulness in predicting on-the-job performance is not as well-documented.

One objective of the Army Research Institute's Project A, aside from

providing data for such documentation, is to expand the type and number of

predictors used to select and place Army enlisted personnel.

Temperament, biographical and interest measures were included in the

Project A effort because of their potential for predicting different

aspects of on-the-job performance and Army-wide criteria such as Effort,

Following Regulations and Orders, Leadership, and Self Control.

Strategy and Results

The approach we used to develop temperament, biographical, and

interest measures is outlined in Attachment 1. Our first step was to

identify useful constructs, constructs that were likely to predict relevant

criteria.

Literature Review

We began with a literature review of civilian studies going back to

1960 and of military studies going back to the 1940s. A summary of the

criterion-related validity findings, as shown in Tables 1, 2, 3, shows that

interest measures have been useful for predicting training criteria, job

proficiency criteria, and job involvement criteria with median validities

in the high 20s (Table 1). Table 2 shows that biographical inventories

have been useful for predicting training, job proficiency, job involvement,

and adjustment criteria, with the median validities in the ZOs and 30s.

Table 3 shows the validities for the temperament constructs. As can be
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seen, one or more of the following temperament constructs, Adjustment,

Dependability, Achievement, and Locus of Control, appear to predict all but

one of the criteria, and that one, Job Involvement, is predicted-by

interest and biographical inventories.

The present conclusions are similar to those reported by Ghiselli

(i973). Ghiselli organized the studies he reviewed according to

occupational category and only summarized findings for temperament measures

when he judged the temperament construct as pertinent or relevant to a

particular occupational category. If we had also categorized our studies

according to occupational family such as managerial, clerical, service,

trades and craft, sales, protective and industrial as Ghiselli did, perhaps

we would have had even more positive findings than are reported here.

Our conclusions do, however, differ from those of the Guion and

Gottier (1965) review of criterion-related validity studies. These authors

concluded that temperament measures were not very useful for predicting

work-relevant criteria. The reason for the difference is that Guion and

Gottier did not summarize previous studies according to either a taxonomy

of temperament constructs or a taxonomy of criteria.
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Tabl 
e 1

Summary of Criterion-Related Validities of Interest Inventories

Tyoe of Criterion Number of Studies Median r

Educational ---

Training 13 2

Job Proficiency 14

Job Involvement 21 F28

Adjustment --- --

NOTE: Median correlations greater than .20 are indicated by a box.

Table 2

Summary of Criterion-Related Validities of Biographical Inventories

Type of Criterion Number of Studies Median r

Educational ... ...

Training 18

Job Proficiency 48 F.38

Job Involvement 33 WE
Adjustment 6 .23

NOTE: Median correlations greater than .20 are indicated by a box.
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Expected True Validities

Our next step was to obtain expert judgments about expected true

criterion-related validities of our predictor constructs for Army criteria.

As can be seen in Table 4, all of the temperament scales developed for this

project have good potential for predicting Army-wide performance criteria.

Selection of Constructs

The constructs that we determined were "good bets" appear in List 1.

They are the constructs we intended to measure in our initial experimental

battery of new tests, called the Pilot Trial Battery.

Development of Measures

The first issue we had to resolve was the homogeneity/heterogeneity

issue. We decided to specify components of the constructs and to write

reasonably homogeneous items to measure the components. We called these

components scales.

The second issue we had to resolve was the item and response format.

We had previously factor analyzed approximately 1800 soldiers' responses to

off-the-shelf temperament, biographical, and interest inventories and found

that the biographical items split and formed factors with either

temperament or interest items, but that temperament and interest items did

not jointly load on any factors (Hough, 1984). We concluded that biodata

type items did not tap unique constructs. In Wernimont and Campbell's

(1968) terminology of signs versus samples, biodata items are samples and

self-perception items are samples. We, therefore, decided to develop two

inventories and to use both biodata and self-perception items in each. The

4 two inventories are the ABLE (Assessment of Background and Life

Experiences) and the AVOICE (Army Vocational Interest Career Examination).

The scales that we included in the ABLE appear in List 2, the scales for

the AVOICE in List 3. We developed four response validity scales that
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List I

Constructs in the Pilot Trial Battery

" Potency (Surgency)

* Adjustment

" Agreeableness (Likeability)

" Dependability

* Achievement

" Locus of Control

. Physical Condition

* Social Interests

" Realistic Interests

* Investigative Interests

* Enterprising Interests

" Artistic Interests

" Conventional Interests

" Expressed Interests

" Organizational Climate/Environment Preferences
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List 2

ABLE Scales Organized by Construct

CONTENT SCALES:

Potency (Surgency)

Dominance

Energy Level

Adjustment

. Emotional Stability

. Self Esteem

Agreeableness (Likeability)

* Cooperativeness

Dependability

. Nondelinquency

" Traditional Values

" Conscientiousness

Achievement

. Work Orientation

Locus of Control

. Internal Control

Physical Condition

. Physical Condition

RESPONSE VALIDITY SCALES:

. Non-Random Responses

. Unlikely Virtues (Social Desirability)

Poor Impression

. Self Knowledge
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List 3

AVOICE Scales Organized by Construct

Realistic Interests

. Basic Interest Item

* . Mechanics

*. Heavy Construction

* . Electronics

* . Electronic Communication

* Drafting

* Law Enforcement

* . Audiographics

. Agriculture

* . Outdoors

* Marksman

* .Infantry

* Armor/Cannon

* . Vehicle Operator

* Adventure

Conventional Inte-ests

. Basic Interest Item

* . Office Administration

* . Supply Administration

* . Food Service

Social Interests

. Basic Interest Item

. Teaching/Counseling
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List 3 (Continued)

Investigative Interests

Basic Interest Item

* . Medical Services

* . Mathematics

* Science/Chemical

* . Automated Data Processing

Enterprising Interests

. Basic Interest Item

. Leadership

Artistic Interests

. Basic Interest Item

* . Aesthetics

Organizational Climate/Environment Preferences

• . Achievement Preferences

• Safety Preferences

• Comfort Preferences

* . Status Preferences

• Altruism Preferences

* . Autonomy Preferences

Expressed Interests

Expressed Interests

NOTE: All the above scales were included in the pilot trial battery.

* Indicates scales included in trial battery.
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were included in the ABLE: Non-Random Responses, Unlikely Virtues (Social

Desirability), Poor Impression, and Self-Knowledge.

Evaluation of Scales

Sensitivity of Item Content. An important concern for the Army is the

sensitivity, or lack of sensitivity, of the temperament items.

Psychologists and military personnel both reviewed the items to ensure that

the content of the items was acceptable. Several revisions were made in

response to their suggestions.

Psychometric Characteristics. The temperament and interest measures

of the pilot trial battery were administered to soldiers at Ft. Campbell in

May 1984, at Ft. Lewis in June 1984, and Ft. Knox in September 1984. Each

time the means, standard deviations, item response distributions, scale

score distributions, item-total scale correlations, and internal

consistency indices (alpha coefficients) were examined and the information

used to revise the items and scales. At Fort Knox, we also retested about

*130 soldiers. Much of Ft. Knox summary data are presented in Tables 5, 6,

* and 7. As can be seen, the median alpha coefficient (internal consistency)

for the ABLE content scales is .84, with a range of .70- .87; the median

* test-retest correlation for the ABLE content scales is .79, with a range

of .68- .83. At retest or second testing, the soldiers apparently responded

- in a more random way. The response validity scale, Non-Random Responses,

detected it and, consequently, the correlation between first and second

testing was low, .37. The median alpha coefficient (internal consistency)

for the AVOICE scales is .86 with a range of .68 to .96. The median test-

retest correlation for the AVOICE scales is .76, with a range of .56

to .86. Clearly, the scales are internally consistent and yield stable

estimates of a person's score. These data also suggested that the scales

could be reduced in length without sacrificing much precision in measurement.
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Table 6

PTB: ABLE Test-Retest
]

Ft. Knox

Mean Mean
Time I Time 2 Effect Size

X2 - X1
-1 (N-109) SDI

Content Scales:

1. Emotional Stability 64.9 65.1 .02
2. Self-Esteem 35.1 34.8 -.05
3. Cooperativeness 54.1 54.3 .04
4. Conscientiousness 48.9 48.3 -.10
5. Nondelinquency 55.4 55.6 .02
6. Traditional Values 37.2 37.9 .15
7. Work Orientation 61.2 60.7 -.07
8. Internal Control 50.3 50.2 -.01
9. Energy Level 57.1 57.0 -.01
10. Dominance 35.5 34.9 -.09
11. Physical Condition 31.1 30.4 -.09

Response Validity Scales:

12. Unlikely Virtues 16.6 17.5 .27
13. Self-Knowledge 29.6 29.0 -.18
14. Non-Random Response2  7.7 7.2 -.65
16. Poor Impression 1.5 1.2 -.18

ITest-Retest interval was two weeks.

2Based on sample edited for M.D. only; N1 =281 and N2-121.
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Structural Characteristics. At Ft. Campbell we also administered four

"off-the-shelf" scales that measured four of the same temperament

constructs that we were trying to measure in the pilot trial battery.
.0

(These "off-the-shelf" scales had been included in an earlier battery,

-called the Preliminary Battery, which is discussed in Hough et al., 1984.)

Table 8 shows the correlations of the ABLE scales and constructs with these

four Preliminary Battery scales. As can be seen, the ABLE scales do

correlate most highly with the target Preliminary Battery scale,

demonstrating good convergent and discriminant validity.

We separately factor analyzed the ABLE content scales and AVOICE

scales (using the Ft. Knox sample data) and found in both cases the two

factor solution best summarized the data. As shown in Table 9 and 10, the

temperament factors were labeled Personal Impact and Dependability; the

two interest factors were labeled Combat-Related and Combat-Support.

Unique contribution of ABLE and AVOICE to predictor battery. We

examined the scales for their potential for providing incremental validity

to the predictor battery. Each scale was compared in terms of its

uniqueness in relation to the ASVAB and the psychomotor measures and

cognitive measures in the pilot trial battery. As shown in Tables 11, 12,

and 13, the ABLE content scales and the AVOICE share very little of the

same variance as the ASVAB or the psychomotor and cognitive measures

included in the pilot trial battery.

Response Sets. In addition to conducting analyses designed to detect

response sets such as true vs false, extreme responding, and inattention to

the direction, positive or negative, of the item stem, we also developed

four response validity scales: Non-Random Responses, Unlikely Virtues

(Social Desirability), Poor Impression, and Self Knowledge. We also

conducted a study, including an experiment, on intentional distortion
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Table 8

Fort Campbell Pilot Test, May 1984
Correlations Between ABLE Constructs and Scales

(Pilot Trial Battery) and POI
(Personal Opinion Inventory - Preliminary Battery)

Marker Variables

POI Scale

DPQ DPQ Rotter
ABLE Stress Social Locus of CPI

Construct Reaction Potency Control Socialization

Adjustment W .38 .37 .39

Leadership -.33 L .39 .31

Locus of Control -.32 .26 - .60

Dependability -.34 .20 .43

POI Scale
DPQ DPQ Rotter

ABLE Stress Social Locus of CPI
Scale Reaction Potency Control Socialization

Emotional Stability .32 .30 .32

Dominance -.24 .18 .22

Locus of Control -.32 .26 W .60

Nondelinquency -.34 .16 .32

Note: "Marker" correlations are indicated by a box.

N - 38
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Table 9

Pilot Trial Battery: ABLE

Factor Analysis
I

Ft. Knox

I II
Impact Socialization

(Vitality/Energy) (Dependability/Discipline) h2

Self Esteem .80 .30 .73

Energy Level .73 .46 .74

Dominance (Leadership) .72 .13 .54

Emotional Stability .67 .26 .52

Work Orientation .67 .51 .71

Nondelinquency .20 .81 .70

Traditional Values .19 .73 .57

Conscientiousness .39 .72 .67

Cooperativeness .46 .60 .57

Internal Control .44 .50 .44

6.19

I Principal factor analysis, varimax rotation

"1 ~ N 276
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Table 10

Pilot Trial Battery: AVOICE
Factor Analysis

Ft. Knox
Q

I I]I

Combat Combat
Support* Related** h

Office Administration .85 -.13 .73
Supply Administration .78 .11 .62
Teacher/Counseling .76 .11 .59
Mathematics .74 .09 .55
Medical Services .73 .18 .57
Automated Data Processing .71 .10 .51
Audiographics .64 .17 .44
Electronic Communication .64 .36 .54
Science/Chemical Operations .61 .43 .55
Aesthetics .61 .04 .37
Leadership .58 .35 .46
Food Service .54 .19 .33
Drafting .54 .34 .41
Infantry .10 .85 .74
Armor/Cannon .13 .84 .73
Heavy Construction/Combat .17 .84 .73
Outdoors .02 .74 .55
Mechanics .17 .74 .58
Marksman .05 .73 .54
Vehicle/Equipment Operator .17 .73 .56
Agriculture .18 .64 .44
Law Enforcement .27 .61 .44
Electronics .45 .57

12.49

'Principal factor analysis, varimax rotation
*Conventional, Social, Investigative, Enterprising, Artistic
"Realistic

N -270
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Table 13

Summary of Overlap with Other PTB Measures

Ft. Knox

1. Between ABLE and PTB Cognitive Tests:

" Only 19%, 29 of 150 correlations, are significant at p.S.05.

• The highest correlation is .23.

2. Between ABLE and PTB Computer Measures:

. Only 17%, 48 of 285 correlations, are significant at pl.05.

The highest correlation is .24.

3. Between AVOICE and PTB Cognitive Tests:

Only 36%, 128 of 360 correlations, are significant at pl.05.

" The highest correlation is .32.

4. Between AVOICE and PTB Computer Measures:

Only 150, 105 of 684 correlations, are significant at p£s.05.

The highest correlation is .30.

206

'% K, %4 ,,g-V . _ :,. - SS . %. ... . . *. . .... .. , ... ,..' ., .. . . . . . . .. . . , ,. -



,' -. -- n w~w- WW S - I SM -IM W..W ww V-q X- -W S r IM u-J- *.I
M
N.-|W XP = a

(faking) of responses. We gathered data 1) from soldiers instructed, at

different times, to distort their responses and to be honest (experimental

data gathered at Ft. Bragg); 2) from soldiers who were simply responding to

our inventories with no particular directions (data gathered at Ft. Knox,

- in another type of 'honest" condition); and 3) from candidates at the

Military Entrance Processing Station (MEPS) who wanted to be accepted into

the Army.

The purpose of the faking study was to:

1. Determine extent to which soldiers can distort their responses

to temperament and interest inventories when instructed to do

so. (Compare data from Ft. Bragg faking conditions with Ft. Bragg

and Ft. Knox honest conditions.)

2. Determine extent to which the ABLE response validity scales detect

such intentional distortion. (Compare response validity scales in

Ft. Bragg honest and faking conditions.)

3. Determine extent to which ABLE validities scales can be used

to correct or adjust scores on substantive scales.

4. Determine extent to which distortion is a problem in an

applicant setting. (Compare MEPS data with Ft. Bragg and Ft. Knox

data.)

The participants in the experimental group were 245 enlisted soldiers

in the 82nd airborne brigade at Fort Bragg. Comparison samples were MEPS

(Army) candidates (N-125) and Ft. Knox soldiers earlier described (N-230).

Procedure and Design

Four faking conditions were created:
" Fake Good on the ABLE

" Fake Bad on the ABLE

207
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* Fake combat on the AVOICE

* Fake non-combat on the AVOICE

Two honest conditions were created:

Honest on the ABLE

.. Honest on the AVOICE

The significant part of the instructions for the six conditions were as

follows:

ABLE - Fake Good

Imagine you are at the Military Entrance Processing Station (MEPS) and

you want to join the Army. Describe yourself in a way that you think will

ensure that the Army selects you.

ABLE - Fake Bad

Imagine you are at the Military Entrance Processing Station (MEPS) and

you do not want to join the Army. Describe yourself in a way that you

think will ensure that the Army does not select you.

ABLE - Honest

You are to describe yourself as you really are.

AVOICE - Fake Combat

Imagine you are at the Military Entrance Processing Station (MEPS).

Please describe yourself in a way that you think will ensure that you are

placed in an occupation in which you are likely to be exposed to combat

during a wartime situation.

AVOICE - Fake Non-combat

Imagine you are at the Military Entrance Processing Station (MEPS).

Please describe yourself in a way you think will ensure that you are placed

in an occupation in which you are unlikely to be exposed to combat during a

wartime situation.
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AVOICE -Honest

You are to describe yourself as you really are.

The design was repeated measures with faking and honest conditions

counter-balanced. Thus, approximately half the experimental group, 124

soldiers, completed the inventories honestly in the morning and faked in

the afternoon, while the other half (121) completed the inventories

honestly in the afternoon and faked in the morning.

The design and numbers of soldiers from whom we gathered the

intentional faking data appear in Table 14.

In summary, then, a 2 x 2 x 2 fixed-factor completely crossed

experimental design was used. The within-subjects factor consisted of two

levels (honest responses and faked responses). The first between subjects

factor consisted of the following two levels: fake good/want combat and

fake bad/do not want combat. Order was manipulated in the second between

subjects factor such that the following two levels were produced: faked

responses then honest responses and honest responses then faked responses.

Summary of Faking Study Results - Tempoeram~ent Inventory

We performed a multivariate analysis of variance (MANOVA) on the

experimental data (Ft. Bragg data); Table 15 shows the findings for the

interactions, the sources of variance most relevant to the question of

whether soldiers can or cannot intentionally distort their responses. As

can be seen, all the fake x set interactions are significant, indicating

that soldiers can, when instructed to do so, distort their responses.

Table 15 also shows that the overall test of significance for the fake

x set x order interaction effect is statistically significant for the

response validity scales and marginally significant for the content scales.

These results indicate that order of conditions in which the participant

209



Table 14

Faking Experiment
ABLE and AVOICE

Fort Bragg, September 1984

AVOICE/ABLE Counts

Monday

AM: Honest AVOICE

Honest ABLE 
N-64

*''(2 Complete Sets

PM: Fake Combat AVOICE 
C Sets

Fake Good ABLE

Tuesday

AM: Honest AVOICE I

Honest ABLE 
J

ABLE •(62 Complete Sets

PM: Fake Noncombat AVOICE 1 
Sets

Fake Bad 
ABLE N-62

Wednesday

AM: Fake Combat AVOICE 1

Fake Good ABLE J Nop63 Sets
3} Complete Sets

PM: Honest AVOICE 1

Honest ABLE 
N-61

Thursday

AM: Fake Noncombat AVOICE 1

Fake BAD 
ABLE jmN-6e1

PM: Honest AVOICEComplete 
Sets

A E] N-60

Honest ABLE

a. 210
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Table 15

Ft. Bragg Fakability Study
MANOVA Results

ABLE Scales

lJype and Name of Scale Interactions

Response Validity Scales Fake x Set Fake x Set x Order

Overall S S

Social Desirability (Unlikely Virtues) S S

Self-Knowledge S NS

Non-Random Response S NS

Poor Impression S NS

Content Scales

Overall S NS*

Emotional Stability S ---

- Self-Esteem S

Cooperativeness S

Conscientiousness S

" Non-Delinquency S

Traditional Values S

5. Work Orientation S

Internal Control S

Energy S

Dominance (Leadership) S

Note: S = significant, pS.O1
NS = nonsignificant, p>.Ol
* = marginally significant, .O51p>.Ol

Sample Size for Response Validity Scales is 219
Sample Size for Content Scales is 208
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completed the ABLE affected the results. Table 16 shows in greater detail

the effects of intentional distortion; it shows the mean scores for the

various experimental conditions. This tabnle and the remaining tables

showing Ft. Bragg ABLE results report the values for the first

administration of the particular condition.

Another research question was the extent to which our response

validity scales detected intentional distortion. As can be seen in Table

17, the response validity scale Social Desirability (Unlikely Virtues)

detects faking good on the ABLE; the response validity scales Non-

Random Response, Poor Impression and Self-Knowledge detect faking bad.

According to these data, the soldiers responded more randomly, created

a poorer impression, and reported that they knew themselves less well

when told to describe themselves in a way that would increase the

likelihood that they would not be accepted into the Army.

We also examined the extent to which we could use the response

validity scales Social Desirability and Poor Impression to adjust ABLE

content scale scores for faking good and faking bad. We regressed out

Social Desirability from the content scales in the fake good condition and

Poor Impression from the content scales in the fake bad condition.

Table 18 shows the mean differences in content scales before and after

regressing out Social Desirability and Poor Impression. Clearly, these

response validity scales can be used to adjust content scales; however, two

important unknowns remain: Do the adjustment formula developed on these

data cross validate and do they increase criterion-related validity?

Another very important finding of the present study is that applicants

do not tend to distort their responses to the ABLE. Table 19 shows mean

scores for applicants (MEPS) and the two honest conditions, Ft. Bragg and

Ft. Knox. Even though the applicants are trying not to create a poor
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Table I8

Effects of Regressing Out Response
Validity Scales (Social Desirability and Poor Impression)

on Faking Condition ABLE Content Scale Scores

Fake Good Fake Bad
Condition Condition

Content Scales:

Emotional Stability

Self Esteem

Cooperativeness

Conscientiousness

Non-delinquency

Traditional Values

Work Orientation

Internal Control

Energy

Dominance (Leadership)

Note: Mean differences are between group comparisons for first testing
only. For the Fake Good condition they are [mean (Fake) - mean
(Honest)]/SD. For the Fake Bad condition they are [mean (Honest)
mean (Fake)]/SD.
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impression (MEPS mean is 1.05, which is lower than both the Ft. Knox and

Ft. Bragg means, 1.54 and 1.50 respectively), they do not score

significantly higher on the response validity scale Social Desirability

(Unlikely Virtues). Indeed their mean score is lowest on six nf the eleven

content scales, scales on which it would be desirable to score high rather

than low. They score highest on only two content scales and only one is

significant, Internal Control. In sum, intentional distortion does not

appear to be a problem in an applicant setting. Faking or distortion in a

draft situation cannot be assessed in the present U.S. situation.

Overall, the ABLE data from the faking study show that:

1. Soldiers can distort their responses when instructed to do so;

2. The response validity scales detect intentional faking; Social

Desirability (Unlikely Virtues) detects faking good and Non-Rando-

Response, Poor Impression, and Self Knowledge detect faking bad;

3. An individual's Social Desirability scale score can be used to

adjust his or her content scale scores to reduce variance

associated with faking good; an individual's Poor Impression scale

score can be used to adjust his or her content scale scores to

reduce variance associated with faking bad; and

4. Faking or distortion does not appear to be a problem in an

applicant setting.

Summvary of Faking Study Results - Interest Inventory

Soldiers can distort their responses when instructed to do so. We

divided the interest scales into the two groups, combat-related and combat-

support, that emerged when we factor analyzed the AVOICE Ft. Knox data.

Again, we performed a multivariate analysis of variance (MANOVA) on the

experimental data (Ft. Bragg data). Tables 20 and 21 show the findings for

the interactions, the sources of variance most relevant to the question of
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Table 20

Ft. Bragg Fakability Study ,,
MANOVA Results

AVOICE Co a t-Related Scales

]n-teractions

.Y.Pe and Namfj- a Fake x Set Fake x Set x Order

Combat Related Scales:

Overall S NS*

Marksman S ---

Agriculture S

Armor/Cannon S

VehicleEquipment Operator S

Outdoors S

Infantry S

Law Enforcement S --

Heavy Construction/Combat S

Mechanics NS

Electronics NS --

Adventure S ---

Note: S * Significant, p<.0]
NS * Nonsignificant, p>.O1
* Marginally significant, .05p>.O1
Sample Size is 164
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Table 21

Ft. Bragg Fakability Study
MANOVA Results

AVOICE Combat-Support Scales

Interactions

Type and Name of Scale Fake x Set Fake x Set x Order

Combat-Support Scales:

Overall S S

Mathematics S NS

Aesthetics S S

Leadership S S

Electronic Communications S S

Automated Data Processing S S

Teacher/Counseling NS NS

Drafting NS NS

Audiographics NS NS

Science/Chemical Operations S NS

Supply Administration S NS

Office Administration S NS

Medical Services NS* NS

Food Services S NS*

Note: S Significant, pl.01

NS = Nonsignificant, p>.01
* Marginally significant, .O5<p>.O]
Sample Size is 201

%



whether soldiers can or cannot intentionally distort their responses. As

can be seen, nine of the eleven combat-related AVOICE scales are sensitive

to intentional distortion, and nine of the twelve combat-support scales are

sensitive to intentional distortion. The interaction of fake x set x order

-is either significant or marginally significant, indicating that order of

conditions in which the participant completed the AVOICE also affected the

result. Thus, Tables 22 and 23 show mean scores for the various conditions

for the particular condition when it was the first administration.

As can be seen in Tables 22 and 23, when told to distort their

responses so that they are not likely to be placed in combat-related

occupational specialties (MOSs), i.e., instructed to fake non-

combat, soldiers tend to decrease their scores on all scales.

Scores on 19 of 24 interest scales were lower in fake non-combat as

* compared to the honest condition. In the fake combat condition,

soldiers, in general, increased their combat-related scale scores

* and decreased their combat-support scale score.

We next examined the extent that the ABLE response validity scales,

which had demonstrated they could detect intentional distortion, could be

used to adjust AVOICE scale scores for faking combat and faking non-combat.

* Table 24 shows the mean differences in AVOICE scale scores before and after

regressing out ABLE Social Desirability and Poor Impression.

Unfortunately, these adjustments have little effect, perhaps because the

response validity scales consisted of items from the ABLE and the faking

instructions for the ABLE and AVOICE were different. The ABLE faking

instructions were fake good and fake bad, whereas, the AVOICE faking

instructions were fake combat and fake non-combat.

Another very important finding of the present study is that applicants

do not tent to distort their responses to the AVOICE. Tables 22 and 23
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Table 24

Effects of Regressing Out Response
Validity Scales (Social Desirability and Poor Impression)

. on Faking Condition AVOICE Scale Scores

Fake Good Fake Bad

" Condition Condition

Combat

Combat-Support

Note: Mean differences are between group comparisons for first testing
only. For the Fake Good condition they are [mean (Fake) - mean

(Honest)]/SD. For the Fake Bad condition they are (mean (Honest) -

mean (Fake)]/SD.
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show the mean scores for applicants (MEPS) and the two honest conditions,

Ft. Bragg and Ft. Knox. There appears to be no particular pattern to the

mean score differences. The applicants score lowest, highest, and in the

middle about equal number of times. Though faking or distortion on the

- interest inventory does not appear to be a problem in an applicant

situation, faking or distortion in a draft situation cannot be assessed in

the present U.S. situation.

Overall, the AVOICE data from the faking study show that:

1. Soldiers can distort their responses when instructed to do so;

2. The ABLE Social Desirability and Poor Impression scales are not as

effective for adjusting AVOICE scale scores in the faking

conditions of combat/non-combat as they are for adjusting ABLE

content scale scores in the faking good/faking bad conditions; and

3. Faking or distortion does not appear to be a problem in an

applicant setting.

Criterion-Related Validities of the ABLE and AVOICE

We used information from all the above analyses to revise the

temperament and interest scales for the trial battery. Those inventories

and measures are currently being administered to Army enlisted personnel;

the data are not yet gathered that will allow us to evaluate the criterion-

related validities of the ABLE and AVOICE.

Summary

Our overall strategy was to identify temperament, biodata, and

interest constructs that were likely to provide incremental validity for

predicting on-the-job performance and then to develop reliable measures of

those constructs. Our first step was a comprehensive literature review.

Those constructs that had demonstrated criterion-related validity in

previous research were evaluated by psychologists and the expected true
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validities estimated. We then wrote items for scales to measure the most

promising constructs. We then administered the scales to soldiers,

examined the psychometrics and structural characteristics of thl.scales,

revised the items and scales, and then administered the revised scales to

another group of soldiers. We went through this revision/bootstrapping

process three times. The reliability of scale scores for the third and

last version of the Pilot Trial Battery was thoroughly investigated. We

examined internal consistency indices, test-retest reliability, and the

reliability of scale scores under different conditions or situations. The

results indicate that the internal consistency of the scales is high, the

test-retest reliability is high, and though soldiers can distort their

responses when instructed to do so, the response validity scales detect

such distorting, scores on response validity scales can be used to adjust

content scale scores and, perhaps even more important, people In an

applicant setting do not tend to distort their responses.

We have again revised the scales that formed the Pilot Trial Battery.

They now constitute a part of the Trial Battery which is currently being

administered, along with criterion measures, to several thousand soldiers.

Soon we will be able to evaluate these predictors according to their

criterion-related validity.
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Attachment 1

Problems, Issues, and Results in the

Development of Temperament, Biographical, and of

Interest Measures

1. Rationale for including temperament, biographical, and interest

predictors

A. Predict on-the-job performance (rather than training)

B. Predict Army-wide criteria (rather than MOS specific criteria)

1. Effort

2. Following Regulations and Orders

3. Leadership

4. Self-Control

II. Strategy and results

A. Identify useful constructs

1. Review literature

2. Develop taxonomies (predictors and criteria)

3. Summarize criterion-related validities reported in literature

according to taxonomies (Tables 1, 2, 3)

4. Define tentative list of constructs

5, Obtain expert Judgments about expected validities of predictor

constructs for Army criteria (Table 4)

6. Select final list of constructs (List 1)

B. Develop Measures

1. Resolve homogeneity/heterogeneity issue

a. Specify components of constructs

b. Write items to tap components (scales)
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2. Resolve item and response format issues

a. Temperament Scales (both self-perceptions and biodata)

ABLE (Assessment of Background and Life Experiences,)

* Content Scales List 2

* Validity Scales List 2

b. Interest Scales (self-perceptions and biodata)

AVOICE (Army Vocational Interest Career Examination)

* Content Scales List 3

C. Evaluate and revise constructs/scales (issues and results)

1. Evaluate sensitivity of item content

a. psychologist review

b. military review

c. revise items

2. Evaluate psychometric characteristics (Ft. Lewis, Ft. Campbell,

Ft. Knox)

a. means

b. standard deviations

c. item response distributions

d. scale score distributions

e. item-total scale score correlations

f. internal consistency of scales (reliability, alpha

coefficient)

g. test-retest reliability

h. revise items

3. Evaluate structural characteristics

a. relationships with existing target/defining scales (marker

variables)

b. factor analysis
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4. Evaluate unique contribution of ABLE and AVOICE to predictor

battery (potential for incremental validity)

a. comparison with ASVAB

b. comparison with psychomotor measures

c. comparison with cognitive measures

5. Evaluate response sets

a. true-false set

b. inattention to direction, positive versus negative working,

of item stem

c. random responding (response validity scale)

d. intentional distortion (faking) experiment: 2 x 2 x 2 counter

balanced design (Ft. Bragg)

ABLE: 1. be accepted

2. be rejected

3. honest

AVOICE: 1. like combat-related activities

2. like non-combat-related activities

3. honest

Comparison of mean scores for content and response validity

scales:

1. experimental conditions (Ft. Bragg data)

2. incumbent data (Ft. Knox data)

3. applicant data (MEPS data)

6. Evaluate criterion-related validities of ABLE and AVOICE

a. training criteria

b. hands-on criteria

c. Army-wide criteria
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PROBLEMS, ISSUES, AND RESULTS
IN THE DEVELOPMENT OF COMPUTERIZED PSYCHOMOTOR MEASURES

Jeffrey J. McHenry and Matthew K. McGue
Personnel Decisions Research Institute

August 1985

Paper presented at the Annual Meeting of the
American Psychological Association, Los Angeles, California
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Author Notes

&

This paper was prepared as part of a symposium, on -Expanding the

Measurement of Predictor Space for Military Enlisted Jobs," presented at

the annual meeting of the American Psychological Association, August,

1985. Each of the papers discusses a different aspect of developing a set

of predictor measures for the Army's Project A, an effort designed to

improve the selection, classification and utilization of enlisted person-

nel. Research scientists from the U.S. Army Research Institute for the

behavioral and Social Sciences, the Human Resources Research Organization,

the Amierican Institutes for Research, and the Personnel Decisions Researcr.

Institute as well as many Army officers and enlisted personnel are par-

ticipating in this effort. This research is being funded by the U.S. Army

Researc h Institute, Con tract No. MDA 903-82-C-0531. A.11 statements ex-

pressed in this paper are those ot the authors and do not necessarily

express the ofticial opinions or policies of the Army Research Institute

or the uepartment of the Army.
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Problems, Issues, and Results

in the Development of Computerized Psychomotor Measurts

Jeffrey J. McHenry Matthew K. McGue

Personnel Decisions Research Institute

Minneapolis, Minnesota

The Armed Services Vocational Aptitude Battery (ASVAB) currently

includes no psychomotor tests. Therefore, the psychomotor ability domain

was studied carefully in order to determine if psychomotor tests might be

useful in improving the predictive utility of the ASVAB. Based on the

expert judgment task described in the Peterson (1985) paper, a review of the

test validity literature, job observations of first-term soldiers in several

MOS, and consideration of testing capabilities, three computerized

psychomotor tests were developed and included in a pilot trial test battery.

Description of Tests

The first test, Target Tracking Test #1, is a pursuit tracking test.

For each trial of the test, subjects are shown a path consisting entirely of

vertical and horizontal line segments. At the beginning of the path is a

target box. Centered in the box is a crcsshair. As the trial begins, the

target starts to move along the path at a constant, predictable rate of
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speed. The subject's task is to keep the crosshair centered within the

target at all times. The subject controls crosshair movement via a joy

stick mounted on a custom-designed response pedestal (see Figure 1). The

maximum c ,osshair speed, the difference between the speed of the target and

the mdximum crosshair speed, and the number of turns in the path vary from

trial to trial (see Figure 2); however, the total time required for the

target to traverse the path is constant. The subject's score on each trial

is the mean distance from the center of the crosshair to the center of the

target during the course of the trial. The test includes 27 trials. Target

Trackina Test #1 was intended to be a measure of precision/steadiness.

The second test, Target Tracking Test #2, is almost identical to Target

Tracking Test #1, the only difference being that the subject must use two

sliding resistors (instead of a joy stick) to control movement of the

crosshair. The sliding resistor mounted on the left half of the response

pedestal controls movement of the crosshair in the horizontal plane, while

the sliding resistor mounted on the right half of the response pedestal

controls movement of the crosshair in the vertical plane. Target Tracking

Test #2 was designed to measure multilimb coordination.

The third psychomotor test is the Target Shoot Test. At the beginning

of each trial of this test, a target box and crosshair appear on the

computer screen. The target might be located anywhere on the screen, but

the crosshair always appears in the center of the screen (see Figure 3).

The target instantly begins moving about the screen in an unpredictable
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manner, frequently changing speed and direction. The subject's task is to

use a joystick to move the crosshair onto the center of the target. When

this has been accomplished, the subject must press a button on the response

pedestal to "fire" at the target. Eventually, if the subject fails to fire

at the target, the trial will automatically terminate and a new trial will

begin. The parameters varying from trial to trial include: (1) the speed of

the target; (2) the maximum speed of the crosshair; and (3) the mean length

*of each path segment traversed by the target. The subject receives three

scores on each trial. The first is whether he/she has hit, missed, or

failed to fire at the target. The second is the distance from the center of

the crosshair to the centrr of the target at the time that the subject

fires. The third is the time elapsed from the beginning of the trial to the

time the subject fires. The second and third scores are obtained only for

those trials where the subject fires at the target. The Target Shoot Test

was desinged to be a second measure of precision/steadiness, though the test

also requires some degree of multilimb coordination.

Major Issues

The analysis of the psychomotor test data focused on the following

major issues: (1) how the tests should be sLored; (2) how the various test

parameters that varied from trial to trial contributed to test difficulty;

(3) the effects of machine differences on test scores; and (4) the

stability of test scores.
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Test scorino. Scoring of Target Tracking Tests #1 and #2 was

relatively straightforward. During each trial, the distance from the center

of the crosshair to the center of the target was computed approximately 16

times per second, or almost 350 times per trial. These distances were then

averaged by the computer, which output only the mean distance for each

trial.

4,

4, The frequency distribution of these mean distance scores proved to be

highly positively skewed, the skewness coefficient for some trials being in

*v excess of 5 and 6. Therefore, subjects' mean distance scores for each trial

were transformed using the natural logarithm transformation. The overall

test score for each subject was then the mean log mean distance across the

27 trials of each test (which shall henceforth be called simply the distance

score).

Scoring of the Target Shoot Test was a bit more complicated. Three

overall test scores were generated for each subject: (1) the percentage of

hits; (2) the mean distance from the center of the crosshair to the center

of the target at the time of firing (the distance score); and (3) the mean

time elapsed from the start of the trial until firing (the time to fire

score). Complications arose because subjects received no distance or timer
to fire scores on trials where they failed to fire at the target before the

time limit for the trial elapsed. This scoring procedure resulted in

considerable missing data. Moreover, this missing data occurred primarily

on the most difficult items of the test, where only the adept subjects were
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able to maneuver the crosshair close enough to the target to fire.

Therefore, as a first step in computing overall distance and time to fire

scores, the distance and time to fire scores for each trial were

standardized. For each subject, the overall distance and time score was

then computed by averaging these standardized scores across all trials in

which the subject fired at the target.

Effects of Test Parameters

As noted previously, three parameters were used to guide development of

Target Tracking Tests #1 and #2: (1) the maximum crosshair speed; (2) the

difference between the speed of the target and the maximum crosshair speed;

and (3) the number of turns in the path. Table I shows that the maximum

crosshair speed parameter accounted for over 80% of the within-subject

variance in tracking performance in both the Target Tracking Tests. Since

the maximum crosshair speed and the target speed were correlated (r-.42),

this finding means that tracking was much more difficult when the "system"

(i.e., target and crosshair) moved faster. In fact, for both tests there

was almost a perfect correspondence between the percentage increase in the

maximum crosshair speed and tracking accuracy; as the maximum crosshair

speed doubled, the tracking error doubled. The speed difference parameter

and the three-way interaction between the three parameters were the only

other factors with a significant effect on tracking difficulty.

None of the three parameters used to guide development of the Target
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Shoot Test accounted for more than 25% of the within-subject variance in any

of the test's three dependent measures. Nevertheless, the speed of the

target, the maximum speed of the crosshair, and the mean length of each path

segment all contributed significantly to the difficulty of this task, as

Table 2 shows.

Machine Differences

Past research with psychomotor apparatus tests has shown that subjects'

test scores can be significantly affected by differences in mechanical test

apparatus. During World War II, for example, psychomotor apparatus tests

were an important part of the Army Air Forces' Aircrew Classification

Battery. Because the apparatus were extremely sensitive to wear and tear,

and because this wear and tear had a major impact on subjects' test scores,

test administrators had to invest considerable effort in testing the

apparatus, making sure that all parts were operating within tolerance

limits, and adjusting or changing worn parts (Melton, 1947). After World

War II, the Army, Air Force, and Navy all discontinued apparatus testing,

primarily because of the many problems associated with equipment maintenance

and the effects of machine differences on test scores (Passey and McClaurin,

1966).

In his paper for this symposium, Rosse (1985) described the hardware

configuration assembled for computer test data collection. He also noted

how final calibration of the response pedestal was accomplished via a
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special software calibration routine. It was hoped that this calibration

program would control for differences between joy sticks, dials, sliding

resistors, buttons, etc., and eliminate any machine effects on overall test

scores.

To determine the effectiveness of the calibration program, a

multivariate analysis of variance (MANOVA) was executed. The independent

variable was the computer testing station. Six testing stations were used

in total, and approximately 35 subjects were tested on each station (each

subject was tested at one station). The dependent variables were 19 selected

-. test scores from the 10 computerized tests. These included four scores from

the psychomotor tests--the distance scores from Target Tracking Tests #l and

#2 and the distance and time to fire scores from the Target Shoot Test.
V
V Results of the MANOVA are shown in Table 3. Machine differences had no effect

on test scores (MANOVA likelihood ratio=.99, p=.50). Even for individual test

* scores, none of the 19 p values is less than .05. Looking specifically at the

Psychomotor tests, only the time to fire score from the Target Shoot Test

approaches statistical significance (p=.0 9 ); p values for the remaining three

scores all exceed .40. This is most encouraging, since one would suspect that

the variability among joy sticks and sliding resistors used in the psychormotor

tests would be the most likely cause of any machine effects on test scores.

Stability of Test Scores

One of the major concerns in psychomotor testing is the stability of
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test scores. Research on motor skills learning shows that subjects'

performance on new motor tasks tends to improve very quickly at first, then

more slowly over time (Singer, 1980). Task proficiency may not reach an

asymptote, however, until the task has been performed thousands of times

(Crossman, 1959; Seibel, 1964). In studying this learning phenomenon, many

researchers have found that the abilities contributing to task proficiency

change as the task is performed and practiced (Adams, 1953, 1957; Fleishman,

1957; Fleishman and Rich, 1963; Hinrichs, 1970). For example, spatial

ability and verbal ability tend to be good predictors of proficiency during

the initial stages of motor task learning, but they are not particularly

useful predictors of task proficiency after subjects have received extensive

practice. If the ability requirements of a motor task change with practice,

it would not be surprising to find that correlations between scores on the

first few trials of the task are not highly correlated with scores on trials

occurring after extensive practice.

To study the effects of practice on subjects' test scores, an

experiment was conducted (see Figure 4). Subjects who were tested on the

computer battery at Time 1 returned two weeks later for testing at Time 2.

When they returned, they were assigned to one of two experimental groups.

The retest group completed the entire computer battery a second time. The

practice group was retested on just five tests: Target Tracking Tests #1 and

? #2, the Target Shoot Test, the Choice Reaction Time Test, and the Cannon

Shoot Test. Prior to retesting, the practice group received two rounds of

practice on each of the five tests. Each practice round consisted of 15
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trials of each of the Target Tracking Tests, 20 trials of the Target Shoot

Test, 15 trials of the Choice Reaction Time Test, and 24 trials of the

Cannon Shoot Test. If they wished, subjects were allowed to take a short

break between the two practice rounds or between the second practice round

and the retest, but these breaks never exceeded five minutes.

Data from the practice experiment were used to answer two important

questions: (1) Would the performance of the practice group improve more than

the performance of the retest group on these five tasks? and (2) Would the

test-retest stability of the tests be greater for the retest group than for

the practice group? Table 4 provides the answers to these questions.

First, Table 4 shows that, at best, the test performance of the

practice group improved only slightly more than the retest group. The

difference between the gain scores for the two groups reached statistical

significance only for the distance score for Target Tracking Test #2 and for

the time to fire score for the Target Shoot Test. These data suggest that

the practice intervention was not a particularly strong one. It should be

noted, though, that on many tests subjects' performance actually

deteriorated from Time I to Time 2. The average gain score for the two

groups across the six dependent measures was only .23 standard deviations.

(Ignoring the time to fire score from the Target Shoot Test reduces the

average gain score to .09 standard deviations.) This suggests either that

the tasks used in these tests are resistant to practice effects, or that
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performance on these tasks reaches a maximum level of proficiency after only

a few trials.

Next, Table 4 shows that the test-retest stability for all six

dependent measures was greater for the retest group than the practice group.

(While the difference between the stability coefficients for the two groups

was statistically significant for only one of the six dependent measures,

the test was not very powerful; statistical significance required a

difference of approximately .40 between the two stabilities.) Closer

* inspection of the data shows that the stability coefficients for the two

groups were very nearly equal for the three "distance" dependent measures.

Thus, it appears that the rank-ordering of subjects' performance on

psychomotor tests is not greatly affected by practice.

Of the six dependent measures, the only one which appears to be greatly

affected by practice is the time to fire score on the Target Shoot Test.

Even though their distance scores improved only marginally relative to those

of the retest group, during Time 2 testing the practice group fired at the

* target much earlier in the trial than the retest group. It is impossible to

* say whether this behavior was a result of an improvement in tracking skills

or a result of a change in firing strategy (e.g., firing as soon as the

crosshair was inside of or near the target instead of waiting until the

crosshair was perfectly centered inside the target). The data also show

that the time to fire score was highly unstable for the practice group

(rxx.. 13). The firing strategy of these subjects during the retest session
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was totally unrelated to their firing strategy during the initial test

session.

* Another method for studying practice effects is to examine the

correlations between items or parts within a test. This was done for Target

Tracking Tests #1 and #2. Each test was divided into three parts

corresponding to test items 1-9, 10-18, and 19-27. A distance score was

then computed for each of the three parts. Table 5 shows the

intercorrelations among the three part scores for both tests for both lime I

and Time 2. (Time 2 data were taken from the retest group only; the

practice group's data were not included.) If the ability requirements of

the tracking task were changing due to practice during the course of the

test, one would expect to find that the correlation between items 1-9 and

-~ items 19-27 would be lower than either of the two correlations involving

items 10-18. This did not occur. While there is a slight tendency for the

correlation between items 10-18 and items 19-27 to be the highest of the

three intercorrelations, the difference between the highest and lowest

correlation within each test averages only .05. Other data show that the

Spearman-Brown corrected split-half reliability of both tests is .97,

suggesting that all of the items within each test are measuring the samre

underlying ability.

In summary, scores from computerized psychomotor tests appear to be

quite stable over a two-week period. While practice does effect some test

scores, practice apparently has little impact on tracking accuracy.
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Implications for Future Test Develor'ent

The data from the three psychomotor tests indicate that all three tests

meet acceptable psychometric standards of reliability. They are relatively

free of error variance due to machine or practice effects. The data also

shed some light on the parameters affecting the difficulty of each of the

three tests.

The data suggest that certain refinements are in order before

proceeding with additional testing. The positively skewed frequency

distributions of the distance scores from Target Tracking Tests #1 and 02

indicate that both tests are too easy, and that they are not differentiating

well among high ability individuals. To make the tests more difficult, the

target and crosshair should be made to move faster in future versions.

Given their high internal consistency reliabilities and the lack of practice

effects, it would also appear that the tests can be shortened considerably

without jeopardizing reliability. If the tests were cut by a third to 18

items each, for example, the Spearinan-Brown corrected split-half reliability

should still be approximately .95.

K More dramatic changes are required for the Target Shoot Test.Th

chief problem is to reduce the amount of missing data. The only way to

accomplish this is to reduce the difficulty of the items, so that subjects

have an opportunity to fire at all (or almost all) targets. Unfortunately.p 247



this may drastically alter some of the characteristics of the test. If the

items are too easy, all subjects will likely be able to achieve low distance

scores, making the time to fire score perhaps the only meaningful dependent

* measure. Currently, though, the time to fire score is very susceptible to

practice effects. Both the distance score and the time to fire score will

therefore have to be monitored carefully in subsequent versions of this test

-to determine if the characteristics of these scores (e.g., test-retest

stability, practice effects, etc.) change in an undesirable manner.
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TABLE I

Proportion of Within-Subject Variance Accounted for
by the Three Target Tracking Test Parameters

Proportion of Variance Proportion of Variance
Accounted for in Accounted for in

Para-'eter Tar et Tracking Test #1 Tar et Tracking Test #2

Nur'er of Turns (A) 0.60, 1.0:1

Maximum Crosshair
Speed (B) 80.80, 82.9%

Difference between
Maximum Crosshair
Speed and Target
Speed (C) 6.7% 6.80%.,

A x B 0.20. 0.70%

A x C 1.0". 2.6,

B x C 2.6% 2.6%

A x B x C 8.0% 6.]I

251

%"



TABLE 2

Proportion of Within-Subject Variance Accounted for
by the Three Target Shoot Test Parameters

Proportion of Variance Proportion of Variance
Accounted for in Accounted for in

Parameter the Time to Fire Score the Distance Score

Maximum Crosshair"
Speed 8.5% 17.9"

Target Speed 8.4%" 22.51'

Mean Segment Length 3.3% 6.3%

252
z -. 

. . . . .



-cv .-. v -w

TABLE 3

The Effects of Machine Differences on Computer Test Scoresa

Computer
Test Score F b

Simple Reaction Time - Mean Reaction Time 1.59 .16

Choice Reaction Time - Mean Reaction Time .52 .76

Perceptual Speed & Accuracy - Percent Correct 1.18 .32

Perceptual Speed & Accuracy - Mean Reaction Time .56 .73

Perceptual Speed & Accuracy - Slope .84 .53

Perceptual Speed & Accuracy - Intercept .85 .52

Target Identification - Percent Correct 1.67 .14

Target Identification - Mean Reaction Time .93 .46

Short Term Memory - Percent Correct .11 .99

Short Term Memory - Mean Reaction Time .95 .45

Short Term Memory - Slope 1.13 .34

Short Term Memory - Intercept .64 .67

Cannon Shoot - Time Score 2.14 .05

Number Memory - Percent Correct .56 .73

Number Memory - Mean Response Time 1.55 .17

Target Tracking Test #I - Mean Log Distance .62 .69

Tarqet Tracking Test #2 - Mean Log Distance .86 .51

Target Shoot - Time to Fire 1.91 .09

Target Shoot - Mean Distance 1.01 .41

S a. MANOVA likelihood ratio-.99, p=.50 for these 19 test scores.

b. df - 5,200 for all 19 test scores.
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TABLE 4

Gain Scores and Reliabilities
for Retest and Practice Groupsa

F for
Gain Gain Z for

- Test Test Score Group Scoreb Scores Stability Stabilitiesc

Target Retest .07 .68
Tracking Distance 4.11 .46
#1 Practice .33 .64

Target Retest -.09 .77
Tracking Distance 7.79 .6
#2 Practice .21 .76

Target Retest .21 .58
Shoot Distance .08 .88
Test Practice .26 .48

Target Retest -.18 .47
Shoot Time to Fire 176.19 2.56
Test Practice 2.47 .13

Choice Retest -.36 .56
Reaction Mean RT .73 1.64
Time Practice -.43 .36

Cannon Retest .34 .66
Shoot Time Score 5.72 1.50
Test Practice -.11 .51

a. Inferential statistics significant at p<.01 are denoted with an asterisk.
b. Gain scores are effect size estimates. Signs were reflected so that a

positive gain score denotes "improvement" from Time 1 to Time 2.
c. Given the sizes of the retest and practice samples, statistical

significance will not be attained until the difference between the two
stabilities reaches approximately .40.
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TABLE 5

Intercorrelations among Items 1-9, Items 10-18, and Items 19-27
of Target Tracking Tests 01 and 02

Target Tracking Test #1

Time I Time 2

Items Items Items Items Items Items
1-9 10-18 19-27 1-9 10-18 19-27

Items Items
1-9 1-9

Items Items
10-18 .87 10-18 .91

Items Items
19-27 .80 .87 19-27 .92 .92

Target Trackjnq Test *2

Time 1 Time 2

Items Items Items Items Items Items
1-9 10-18 19-27 1-9 10-18 ILL

V Items Items
1-9 1-9

Items Items
10-18 .83 10-18 .86

Items Items
19-27 .85 .89 19-27 .85 .91
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G ,P I T1  >T 2  PETEST
Two WEEKS N = _1.3

• GRP 2 TI >PATE -> T2 PRACTICE
Two WEEKS (FivE TESTS) N 7

N 7

GROUP A-1

SUBaJECTS (GRP) (B-1)A

TIME c-1

TIME x GRP (C-I)(A-1)

TIME X SUBJ (GJRP) (C-1)(B-1)A

PRACTICE EFFECT = SIGNJIFICANJT TIME X GRP INTERACTIONI

STABILITY = rIT FOR GROUP I

II'T

FIGURE 4. Experimental design of the practice effects study
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MEASUREMENT OF TEST BATTERY VALUE FOR SELECTION AND CLASSIFICATION

Donald H. McLaughlin
American Institutes for Research

August 1985

Presented at the Annual Meeting of the American
Psychological Association, Los Angeles, California

This paper describes research performed under Project A: Improvinq
the Selection, Classification, and Utilization of Army Enlited
Personnel. This nine-year, large scale program is designed to pro-
vide the information and procedures required to meet the mlit3rv
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most iualified oldierb. The research !
funded primarily by Army Project Number ??Th3731A7? and i, beln-
conducted under the direction of the U.S. A-my Pesearch in titJte
for the Rehavioral and Social Science,. Research cienLi ts 4ro-r
the rmy Research Institute, the Human Resources Research ,r:ranizi-
tion, the American Tnstitute for Research, and the Personnel
9ecibions Research Inttitite a well as many A4'mv oflicer anj
enlisted personnel are particinitinq in thi landmark effort.

All statements expreed in thi paper are those Df the aithor in !
do not necessarily expre- the of4icial oin lon ' or- .)oliJie> ,]F the
U.S. Army Repearch Intitite or LhP nPefartment )f the Army.
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PROBLEM

Last year I reported to APA on our project's efforts to identify

optimal composites for ASVAB forms 8, 9, and 10, in terms of differential

validity as well as overall absolute validity (McLaughlin, 1984). This

work is continuing, and in the course of the next year, we must again

select optimal composites, and we must also select the most valuable

battery of new measures from a large set being develc-ed for enlisted

personnel selection and classification. For this purpose, an overall

framework for evaluation of the value of a battery is needed, to replace

ad hoc, intuitive weighting of competing criteria. In this paper, I

describe progress in the development of such a framework.

The value of a prediction instrument for personnel selection and

classification is the average increment in expected utility of performance

that can be gained by assigning individuals to jobs in accordance with

predictions based on the instrument, as compared tc random assignment.

Lord (1952) described a framework for measuring this value, although,

based on an assumption of normally distributed payoff functions, he noted

(and I concur) that the "necessary expressions at present available for

the multiple integrals are too cumbersome to be of practical use

In the course of exploring these multiple integrals : have -btained a

few results, however, These pertain to the aFprx7:atc estimati:r, of the

value of a prediction instrument, defined as:

(1) V (l/N, (Sum ( u. Sum IN ave
Ij J 1 3 3i

where u.. is the estimated utility :f performance for

individual i when assigned to iob i,

-. d . is I or 0. taking on the value ' f the optimal

assignment for individual i based on 'he instrunent is to

job j,; and

N and N. are the total number of ir~d.'uals to be assigned
J

and the number to be assigned to iob respectively



This definition encompasses both absolute validity, the gain from

selecting the best of a set of applicants, and differential validity, the

gain from assigning the selected applicants to jobs that match their

qualifications. The subtracted term in the definition can be dropped if

we make the non-restricting assumption that the utility predictions are

scaled to have means of zero. With this assumption, the expected utility

for random assignment is zero, providing the baseline for V. Furthermore,

we assume that utility of performance is scaled to be in equal utility

units across different jobs. The scaling of the U.., the expected

utility estimates, is further governed by the validity of the measures

available for predicting . .. To simplify the presentation, I will use13

a single notation, u.., to indicate expected utility, noting, like
1J

Cronbach & Gleser (1965), that it is a product of various factors; in

particular, of the relative value of performance increments in different

jobs and the predictability of those performance increments.

To combine both selection and classification into one framework, we

merely add one more classification category to the M job classifications,

j=M+I, and define u to be identically zero. The choice of zero for

the value of this constant is immaterial, because adding a constant to the

expected utility of all applicants for a particular category does not

change the expected gain relative to random assignment.

If we consider that applicants' expected ut1iities are distributed

"nultivariately, as f ), then we can further specify:

M

(2) V =l u..1 f( U)dU

R

where R. is the region in which j is the best job to assign

to individuals, and there are M different J'bs.

As Lord (1952) pointed out, the regions can be defined by the

half-hyperplanes that separate them, and in fact, the problem of finding

- the optimum assignment can be translated into finding the single point at

which these half-hyperplanes intersect.
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Although the general problem is somewhat difficult, I have obtained a

few results from approximations to this integral for the multivarijate

normal distribution. These are shown in Table 1. These values of V

assume that v. is the standard deviation of u .. The first four rows
J

of Table 1 are for the two-category case. First, the general two-category

value of V is the product of the standard deviation of the difference,

u .1- u 2'times the value of the normnal density function at the point

at which the split between the two categories is in the specified ratio,

* p:l-p. The latter factor achieves its maximum, l/sqrtC2pi), when p=.5.

This measure can be written in terms of the Classification Efficiency

Index which Paul Horst proposed a while back (Horst, 1954) for application

to the unconstrained classification problem. It is the square root of CE,

times a multiplier which, for the two category case, only varies with the

level of imbalance in the requirements for the two categories. The major

substantive issue I will address here is the extent to which that fact

generalizes beyond the two-category problem. If there is sufficient

*generality, then we can use an adaptation of CE, referred to as H* 2in

Table 1, to compare alternative prediction batteries and alternative sets

of composites based on a prediction battery for use in constrained

* selection and classification situations.

The zero expected utility for the rejected catagory is frequently

irrelevant to the evaluation of a test battery, so we have divided the

entries in rows 2 and 3 by PS, taking the average gain over selected

applicants.

The remaining entry in Table 1 refers to special cases for more than

two categories. They refer to cases in which the covariance matrix of

estimates is a scalar multiple of the identity matrix and in which equal

N, numbers of applicants are to be assigned to each category. The 3-category

solution is exactly 3/2 times the two-category solution, but the

relationship to number of categories is not that simple. Based on an

approximation to the inverse of the normal distribution function, it is

* possible to approximate HMfor balanced assignment with uniform

* validities and uncorrelated predictors by a sum of terms, as shown in

* Table 1. This expression is valid for any number of categories, and the

graph of V as a function of number of categories is shown in Figure 1.
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Table 1. Explicit Expressions for
the Value Measure for Special Cases

for Multivariate Normally Expected Utilities

Two Catexories (M=2)

* 2
General Expression: H2 = SQRT( D12 ) f(pl)

2 2
= SQRT( vI - 2 r1 2 v1v 2 + v ) f(p )

Even Split, Equal Validities: H = v SQRT((1-r 2)/Pi)

Selection Only (v 2=0) H 2 = v f(p s)/ Ps

Even Split, Selection Only: H = v / (P SQRT( 2 pi ))
2 s

Equal Validities and Requirements, and Zero Intercorrelations

General Approximation:

M-1

HM = 4.7983 M (1/(M+.1443424) - (-1 )k / (k+1.1443424) ) v

k=O

Values for Small M:

2 .5645 v

3 .8467 v

4 1.0298 v

5 1.1633 v

6 1.2676 v
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Figure 1. Relationship of H* to number of categories.
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The ordinate in Figure 1 is the expected gain from using a battery with

validities (i.e., expected utility standard deviations) all equal to .,

uncorrelated estimates, and balanced assignments. The gain would be

multiplied by the validity level, for validities other than 1.

The meager results indicated in Table 1 provide a starting point for

development of a measure of battery-validity for constrained selection and

classification. We need to identify a general expression for H* ,t

allowing for unequal validities, nonzero intercorrelations, and unbalanced

assignment requirements. The expression should assign the same value to

functionally identical batteries, and it should fit the results presented

in Table 1. One choice is the following:

2 2
(3) H*M = cM SQRT( Sumjk Djkfjk(Pj+Pk)

where j and k range over pairs of categories;

p. and p are the proportions of individuals required for

categories j and k;
2
D is the variance of the difference in estimators for

categories j and k;

f is the normal density function at the point where the split

matches the ratio of p. to pk; and

c is a constant related to the overall number of

categories.

Note that this index will be zero unless there is some pair of categories
2

for which D k is greater than zero; in the latter case, H. will

be greater than zero.

2
The value of D k is simple to compute for the two-category case,

as can be seen in Table 1. For more categories, however, the value of any

D 2k is increased due to the special restriction of range that occurs

due to assignment of many individuals to other "third" categories, as

Ishown in Figure 2.
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METHOD

The general method was to compute sample estimates of V for selection

and classification of individuals distributed according to known

multivariate normal distributions, and then to compare these estimates to

H*,, in order to identify:

(1) how H* performs for balanced constrained assignments;

(2) whether H* for unbalanced assignments can be approximately

factored into its value for balanced assignments times a function

purely of the level of imbalance; and if so,

(3) an approximate form of the function of imbalance in requirements

for different categories.

Eight sets of 5,000 cases were generated, as described in Table 2.

Deviations from the nominal values of the parameters were small. Over all

data sets, the average observation was .008 greater than the nominal

value, the standard deviations were .004 greater than the nominal values,

and the correlations were .005 greater than the nominal values. Each case

was a point in a five-dimensional normal variate space. Each set of 5,000

was divided into 10 files of 500 cases, and the optimal assignment was

determined for each file, for a variety of requirement alternatives.

Because the cost of each optimization was roughly $2.00 to $6.00, we

elected to use only 10 file replicates of each condition. The stability

of the results supports this choice.

Optimizations were performed for the sets of requirements shown in

Table 3, not in a factorial design crossed with data sets, but to address

particular specific questions.
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Table 2. Simulated Data Sets

Validities Intercorrelations

Data Set 1. .5,.5,.5,.5, 0 .4 4, ,4.,4

Data Set 2 .5,.5,.5,.5, 0 .6 6, ,6.,6

Data Set 3 .5,.5,.5,.5, 0

Data Set 4 .5,.5,.5,.5, 0 .8,.8,.8, 0, 0, 0

Data Set 5 .8,.6,.4,.2, 0 .4 4, ,4.,4

Data Set 6 .8,.6,.4,.2, 0 8 81 1. .8 8

Data Set 7 .7,.7,.7,.7, 0 .4 4, ,4.,4

Data Set 8 .7,.7,.7,.7, 0

v r 0

2 4 0

0 Rejected Category
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Table 3. Alternative Category Size Requirements Si'mulated

Category 0 Category 1 Category 2 Category 3 Category 4

(Rejected)

0 25%. 25% 25% 25%.

0 12% 217. 297. 38%.

0 57. 5% 45% 45%

*52% 12% 12% 12% 127.

527. 6% 10% 14% 18%.

52% 2.4% 2.4% 21.6% 21.6%

52% 0 16% 167. 16%

52% 0 0 24% 24%

52% 0 0 0 48%
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The method of optimization was based on Lord's framework: because the

* shape of the optimal regions is known, finding the optimum "merely"

involves finding the point of intersection of all the boundary

half -hyperplanes. A simple iterative procedure was used to move from a

starting estimate of this point toward the optimum, where each step

consisted of making assignments according to the trial boundary

intersection point and recording the resulting excesses and deficits in

each category. A new trial boundary intersection point was selected to

* move in the direction of maximally reducing the deviations from the

requirements. With intelligently selected starting points, the solution

was found in roughly a dozen iterations in nearly every case.

RESULTS

The first step is to verify the applicability of H.for balanced

assignments. The results in Table 4, based on 4-category classifications

(100 %, selection), indicate that H. is nearly as accurate for

balanced constrained assignments as for the unconstrained assignments that

-. were the basis for Horst's derivation. The unconstrained values were

* obtained from the first iteration of the optimization, using a starting

value of zero on all differences (i.e. , setting all regions to the same

size). Sample errors of estimate were computed across the ten

* replications of 500 case assignments in each condition. Because the same

* seed was used for the random number generator in each set of 5,000 cases,

the differences were, in fact, much stabler than indicated by the sample

errors of estimate.

To su=,rarize the results in Table 4, the expected utility gain from

use of the battery is directly proportional to the square root of the

difference between the average of the squared validities of the estimates

and the average of the covariances of the estimates, in balanced

constrained classification as well as in unconstrained classification. In

fact, the loss due to the constraint that the numbers in each category be

exactly equal was less than 1%,. Overall, H.closely matched the

* obtained values of V when validities and intercorrelations were homo-

geneous but slightly overestimated V when they varied.
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Table 4

Relationship Between Ha and Computed Gains Due to Validity,

for Balanced Assignment Into Four Categories

Mean Computed Mean Computed

Validities Gain (SD): Gain (SD):

for Separate Intercorrelations Unconstrained Constrained

Categories of Estimators H Assignment Assignment,V H - V

.5 all .4 .403 .407 .406 -.003

.5 all .6 .334 .334 .334 .000

.5 all .8 .243 .241 .240 +.003

.7 all .4 .569 .569 .569 .000

.7 all .8 .336 .336 .336 .000

.8,.6,.4,.2 all .4 .475 .470 .457 +'018

.8,.6,.4,.2 all .8 .354 .348 .337 +.017

.5 .8,.8,.8,0,0,0 .411 .393 .374 +.037
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The effect on V of variation in the validity level of a uniform set

of validities is clear. As can be seen in Figure 3, the ratio of V for

pairs of conditions that differ only in that the separate validities were

.5 in one case and .7 in the other case was 1.4, with little if any

systematic error. This result is not sensitive to imbalances in the

requirements for different jobs. The formula, H. captures this

regularity.

* The interactions between (1) imbalances in requirements and (2) mean

predictor intercorrelations affect the value of a battery, as shown in

Table 5. Five different levels of balance and imbalance are shown, for

* both cases including selection and cases consisting purely of

classification of selectees. The values for the cases involving both

selection and classification are adjusted (by dividing by .48) to ignore

* the utility component for the rejectees, which would be zero.

There is an apparent regularity in these value estimates. The values

for intermediate values of imbalance can be well approximated from the

endpoints of complete balance and complete imbalance, but only using

empirically determined multipliers. As noted in the last row of Table 5,

these multipliers are roughly approximated by the measure of imbalance

provided by information theory, but the theoretical basis for such an

- approximation, if it exists, is not clear.

Three other results are apparent in Table 5. First, the fact that

the same multipliers work for both the classification only and the

classification plus selection situations indicates the possibV.lity of

separating these two phases, computing the added "differential" validity

added by a battery beyond its "absolute" validity. Unfortunately, this

fact does not appear to generalize to cases in which the validities are

* not uniform. Second, the value of .753 for the combined classification

and selection is fairly well fit by H 5, which for this case was

.761. The other point to be observed in Table 5 is that the ratio of the

values between r=.4 and r=.8, which according to the formula should be

sqrt(3), is roughly approximated by sqrtC3), but differently for the cases

involving and not involving selection.

275



.4

Value for
V .7 .3

v .

.l ,9

Valuee for
v-- .5

Figure 3. Effect of subtest validity level (v) on test battery value.
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Table 5. Relationship of Imbalances in Requirements to Gains
in Expected Utility, for Uniform Validities and Intercorrelations.

(Formula Estimates are Given in Parentheses)

Percentage Breakdown for Four Categories

25,25,25,25 38,29,21,12 45,45, 5, 5 50,50,0,0 100,0,0,0

Classifi-

cation only

r=.4 .406 .384 .302 .218 .000
(.385) (.301) (.217)

r=.8 .240 .228 .180 .126 .000
(.228) (.178) (.128)

Classification
after

Selecting 48%
of Applicants

r=.4 .753 .736 .666 .600 .428(.736) (.669) (.602)

r=.8 .635 .625 .581 .540 .428
(.624) (.582) (.539)

Multiplier: 1.000 .948 .742 .534 .000

Relative
Uncertainty: 1.000 .948 .734 .500 .000

Note: Computations were for data sets with estimator validities (i.e.,
expected utility standard deviations) equa to .5. Formula
estimates in parentheses are linear interpolations between the
endpoints in each row of the table, using the multipliers shown.
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Next, we examine the effect of variance among intercorrelations on

the value of a battery. Table 6 shows the incremental utility gains using

batteries with validities of .5 but with four different configurations of

e zintercorrelations. The important comparison is between the first two

.1 rows, both of which have mean intercorrelations of .4. The value is

larger for the uniform intercorrelations than for the nonuniform

intercorrelations. Rough interpolation would indicate that the pattern of

intercorrelations of .8,.8,.8,.O,.O,.0 is about equivalent to uniform

intercorrelations of .5, not of .4. The implication of this is that if

test development effort is to be expended to decrease composite

intercorrelations, that effort should be spread across subtest areas,

other things equal.

Finally, we examine cases in which the validities vary between the

categories. In Table 7, values are shown for various combinations of

imbalance and validity variation. The ratios of these values to

corresponding values for uniform validities are shown in parentheses.

Generally, variance in validities increases the value of the tests,

especially when the intercorrelations are high. The fact that a few of

the comparisons do favor the uniform validities in this Table is due to

the setting of greatest requirements in categories with the lowest

validities. For examdle, in the next to last row, only 2.4% of the

applicants are assigned to the job with validity of .8, while 21.6% of the

applicants are assigned to the job with validity of .2.

The overall pattern in Table 7 is complex, different for the cases

involving selection and not involving selection. The values appear to ,,e

related to (1) the average level of intercorrelations, (2) the infr, at 7

measure of imbalance, and (3) the covariance (across cLtegorits betwi.-

validities and size requirements.

.
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Table 6. Effects of Variation of Intercorrelations of
Estimators on Computed Gains

Percentage Breakdown into Categories

(25,25,25,25) (12,12,12,12, 52% rejected)

All r=.4 .406 .753

r=.8,.8,.8,0,0,0 .374 .720

All r=.6 .334 .706

All r=.8 .240 .635

Note: Computations were performed on data sets for which the validities
of the estimators were .5. The zero intercorrelations in the
second row are all with the same estimator.

.
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Table 7. Effects of Variation in Validities of Separate

Estimators on Computed Gains

Intercorrelations

Percentages in

Categories with All = .4 All - .8 All - 1.0

Different Validities

.8 .6 .4 .2 .0

25 25 25 25 0 .457 (+13%) .337 (+40) .207 (+inf)

12 21 29 38 0 .395 ( +3%) .296 (+30%) .190 (+inf)

5 5 45 45 0 .268 (-11%) .201 (+12%) .135 (+inf)

45 45 5 5 0 .400 ( -2%) .275 (+14%) .135 (+inf)

12 12 12 12 52 .766 ( +2%) .673 ( +6%) .535 (+25%7)

6 10 14 18 52 .653 (-11%) .573 ( -8%) .464 ( +9%)

2.4 2.4 21.6 21.6 52 .492 (-26%) .440 (-24%) .370 (-14%)

21.6 21.6 2.4 2.4 52 .855 (+28%) .765 (+32%) .617 (+44%)

Notes: Comparisons to gains computed for the vector (.5,.5,.5,.5,0) of

validities are shown in parentheses. "inf" refers to the fact

that the expected gain for uniform validities in these cases is

zero.

280



SUMMARY

These relations represent aspects of an overall framework for

evaluating the combination of differential and absolute validity of a test

battery in terms of the added value of making personnel assignments in

line with the battery. Although the derivation of an exact expression of

the required multiple integrals may be impossible, these results indicate

that an approximation formula may be sufficient to make test development

decisions. If the approximation is close, then even if it leads to

selection of a less than optimal battery, the difference between the

selected and optimal batteries will be extremely small.

The major problems that remain to resolve in refinement of the

formula are (1) the size of the "separating effect" between two categories

caused by the assignment of large numbers of individuals to other

categories and (2) the specific form of the effects of imbalances in

requirements for different occupational categories on the measure of test

battery value.
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OVERALL STRATEGY AND METHODS FOR EXPANDING
THE MEASURED PREDICTOR SPACE

Norman G. Peterson
Personnel Decisions Research Institute

August 1985

Paper presented at the Annual Meeting of the
American Psychological Association, Los Angeles, California
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Author Notes

This paper was prepared as part of a syniposiur on "Expanding the

measurement of Predictor Space for Military Enlisted Jobs," presented at

the annual meeting of the American Psychological Association, August,

19S5. Lkach of the papers discusses a different aspect of developing a set

of predictor measures for the Army's Project A, an effort designed to,

improve the selection, classification and utilization of enlisted person-

nel. Research scientists frof, the U.S. Army Research Institute for the

behavioral and Social Sciences, the Human Resources Research Organization,

the American Institutes for Research, and the Personnel Decisions Researcr

Institute as well as many Army officers and enlisted persornel are par-

ticipating in this effort. This research is being funded by the 1.S. Arry

Research Institute, Contract No. ,.A 93-82-L-0531. All sttements ex-

pressed in this paper are those ot the authors and do not necessarily

express the official opinions or policies of the Army Research lnstltu:e

or the uepartwent of the Army.
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Introduction

Our applied problem is to expand the presently measured

predictor space for the ultimate purpose of accurately selecting

persons for the U.S. Army and appropriately classifying those

persons into jobs or Military Occupational Specialties (MOS). In

this paper, I describe the strategy we have adopted, the thinking

behind the strategy, and the progress that has been made

following our strategy. First, a bit more discussion of the

research problem is in order.

4 Presently, the U.S. Army has a lot of jobs and hires, almost

exclusively, inexperienced and untrained persons to fill those

jobs. As obvious as those facts are, they are still the

overriding facts to be addressed. One implication of these facts

is that a highly varied set of individual differences' variables

must be put into use to stand a reasonable chance of improving

the present level of accuracy of predicting training performance,

job performance, and attrition/retention in a substantial

proportion, if not all, of those jobs. Much less obvious is the

particular content of that set of individual differences

variables, and the way the set should be developed and organized.

A second, and perhaps less obvious, implication is the

notion that new predictor measures must be appropriate for

selecting persons that do not have the training and experience to

immediately begin performing their assigned jobs. This is so

286
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partly because of the vast numbers of job positions that need to

be filled, partly because of the kinds of jobs found in the Army

(infantry, artillery, etc.). and partly because of the population

of persons that the Army draws from (young high-school graduates

with little or no specialized training and job experience).

Theoretical Approach

These considerations led us to adopt a construct-oriented

strategy of predictor development, but with a healthy leavening

from the content-oriented strategy. Essentially, we endeavored

to build up a model of predictor space by (a) identifying the

major, relatively independent domains or types of individual

differences' constructs that existed; (b) selecting measures of

constructs within each domain that met a number of psychometric

and pragmatic criteria, and (c) further selecting those

constructs that appeared to be the "best bets" for incrementing

(over present predictors) the prediction of the set of criteria

of concern (i.e., training/job performance and

attrition/retention in Army jobs). Ideally, the model would, we

hoped, lead to the selection of a finite set of relatively

independent predictor constructs that were also relatively

independent of present predictors and maximally related to the

criteria of interest. If these conditions were met, then the

resulting set of measures would predict all or most of the

criteria, yet possess enough heterogeneity to yield powerful,

efficient classification of persons into different jobs. The
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development of such a model also had the virtue that it could be

at least partially "tested" at many points during the research

effort, and not just at the end, when all the predictor and

criterion data are in. For example, we could examine the

covariance of newly developed measures with one another and with

the present predictors, notably the ASVAB. If the new measures

were not relatively independent of ASVAB and measures from other

domains as predicted by the model, then we could take steps to

correct that. Also, by constructing such a visible model, we

thought that modifications and improvements could be much more

straightforwardly implemented.

Figure 1 presents an illustrative, construct-oriented model

and is presented in order to represent the model in abstract.

Note that both the criterion and predictor space are depicted.

(A great deal of the work of Project A is devoted to the

criterion side, and we, on the predictor side, have taken

advantage of the information coming from those efforts as they

have become available.)

If this illustrative model were to be developed and tested

with data, then the network of relationships on the predictor

side, the criterion side, and between the two could be confirmed,

disconfirmed, and/or modified. It goes without saying, but I

will say it anyway, that the development of such models must be

28
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Criteria

Training Job Task Attrition/
Performance Performance Retention

Pass/ Test Atten- Common Specific Finish Reen- Early
Predictors Fail Grades dance Tasks Tasks Term list Discharge

Verbal M* H L M M L L L

Cognitive Numerical M H

Spatial

Precision

Psychomotor Coordination

Dexterity

Dependability

Temperament Dominance

Sociability

Realistic

Interests Artistic

Sociability M M M L

FIGURE 1. Illustrative Construct-Oriented Model

*Denotes expected strength of relationship, High, Medium, Low.
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done very carefully and conservatively, and subjected frequently

to reality testing. We have kept this firmly in mind. Note,

however, that the possession of such a model enables one to state

fairly clearly why such and such a predictor is being researched,

and to check quickly, at least rationally, whether or not the

addition of a predictor is likely to improve prediction.

Finally, the model is depicted as a matrix with a

hierarchical arrangement of both the rows and columns. We have

found it very useful to employ this hierarchical notion, since it

allows us to think in terms of appropriate levels of specificity

for a particular problem as we do the research, or for future

applications of measures. (See Peterson and Bownas, 1982, for

further discussion of this type of a model.)

Research Objectives

This theoretical approach led to the delineation of seven,

more concrete objectives of our research. These were:

1. Identify measures of human abilities, attributes or

characteristics which are most likely to be effective in

predicting, prior to entry into the Army, successful soldier

performance in general and in classifying persons into MOS

where they will be most successful, with special emphasis on

attributes not tapped by current pre-induction measures.

•* y2. Design and develop new measures or modify existing measures

of these "best bet" predictors.

V..
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3. Develop materials and procedures for efficiently

administering experimental predictor measures in pilot tests

and to the concurrent and pre ,ctive validation samples.

4. Estimate and evaluate the reliability of the new pre-

induction measures and their vulnerability to motivational

set differences, faking, variances in administrative

settings, and practice effects.

5. Determine the interrelationships (or covariance) between the

new pre-induction measures and current pre-induction

measures.

6. Determine the degree to which the validity of new pre-

induction measures generalizes across MOS, i.e., proves

useful for predicting measures of successful soldier

performance across quite different MOS and, conversely, the

degree to which the measures are useful for classification

or the differential prediction of success across MOS.

7. Determine the extent to which new pre-induction measures

increase the accuracy of prediction of success and the

accuracy of classification into MOS over and above the

levels of accuracy reached by current pre-induction

measures.

Research Design and Organization

Desi _sn. To achieve these objectives, we have followed the

design depicted in Figure 2. There are fifteen sub-tasks in our

actual research plan, each tied to one or more of the activities

291
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or products depicted in Figure 2. At this point, we have

completed the activities leading up to the development of the

Trial Battery and are now collecting data in the field with that

set of measures.

The next year will see the completion of the "Predictive

Validation: Job Performance" (on the Preliminary Battery),

investigation of the covariance of the Trial Battery with ASVAB,

and the "Concurrent Validation: Job Performance" of the Trial

Battery using the data presently being collected.

There are several things that we feel are noteworthy about

the design. First, there are five test batteries mentioned:

Preliminary Battery, Demo Computer Battery, Pilot Trial Battery,

Trial Battery, and Experimental Battery. These appear

successively in time and allow us to modify and improve our

predictors as we gather and analyze data on each successive

battery or set of measures. Second, a large-scale literature

review and a quantified expert judgment process were utilized

-~ early in the project in order to take maximum advantage of

earlier research and accumulated knowledge and expert opinion.

The expert judgment process was used to develop an early model of

both the predictor space and the criterion space, and relied

heavily on the information gained from the literature review. By

using the model that resulted from analyses of the experts'

judgments of the relationships between predictor constructs and

criterion dimensions, we were able to develop carefully and
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efficiently, measures of the most promising predictor constructs.

Wing, Peterson, and Hoffman (1984) reported on the expert

judgment findings last year.

Thirdly, the design includes both predictive (for the

Preliminary and Experimental Batteries) and concurrent (for the

N Trial Battery) validation modes of data collection, although that

is not obvious from Figure 2. Thus, we are able to benefit

from the advantage of both types of designs, i.e., early

collection and analysis of empirical criterion-related validities

in the case of the concurrent design, and less concern about

range restriction and experiential effects in the predictive

design.

Organization. We organized ourselves into three "domain

teams" as we worked our way through this research design and

toward the earlier described research objectives. One team

concerned itself with the temperament, biographical data, and

vocational interest variables and came to be called the "non-

cognitive" team. Another team concerned itself with cognitive

o% and perceptual kinds of variables and was called the "cognitive"

team for short. The final team concerned itself with psychomotor

variables and was labeled the "psychomotor" team or sometimes the

"computerized" team, since all the measures developed by that

team were computer-administered. The activities and fruits of the

labor of those teams are reported on in some detail by the

various other papers in this symposium: Toquam et al. (1985).
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McHenry and McGue (1985), Hough et al. (1985), and, Rosse and

Peterson (1985).
Progress

One gauge of our progress is the degree to which we have

accomplished the seven research objectives earlier presented. A

second way of looking at progress is to describe the evolution of

our predictor model.

Achievement of Research Objectives

1. Identify "best bet" measures--this objective has been met,

i.e., we were able to sift through a mountain of literature,

translating the information onto a common form that enabled

later evaluation of constructs and measures in terms of

several psychomotor and pragmatic criteria. The results of

that effort fed into the expert judgment process wherein 35

personnel psychologists provided the data necessary to

develop our first model of the predictor space. After

further review by experienced researchers in the Army and an

advisory group, a set of "best bet" constructs was settled

on. We also made some field visits to observe combat arms

jobs first-hand in addition to receiving criterion-side

information from other Project A researchers, all of which

information was very useful in developing new measures.

2. Develop measures of "best bet" predictors--this objective

was accomplished by following the blueprint provided from

the first objective. We carried out many small sample and
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not-so-small sample tryouts of these measures as they were

developed, as is documented by the other papers. The Trial

Battery presently being administered in the field is the

tangible product of meeting this objective. We have at

least one more iteration to go through yet--the modification

of the Trial Battery based on analysis of this summer's

data. (We are targeted to collect data on about 11,000

soldiers in nineteen MOS.)

3. Developing procedures for efficiently administering

predictor measures--as anyone who has done research in

military settings is aware, soldiers' time is precious and

awarded research time is not to be squandered. We think we

have developed and implemented effective methods for getting

maximum quality and quantity of data out of our data

collection efforts, and the favorable results we have so far

achieved in terms of completeness and usefulness of data are

due in large part to the attention paid to this objective.

4. Estimate reliability and vulnerability of measures--this

objective has also been largely accomplished, and we can

happily report that analyses to data indicate that the new

measures are psychometrically sound and acceptably

invulnerable to the various sources of measurement

problems--or we have come up with some ways to adjust for

such effects. However, it is safe to say that further, more

specifically targeted, research would be very useful in this
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area.

5. Determine the interrelationships between the new measures

and current pre-induction measures--work still remains on

this objective, but the data collected to date show that the

new measures have much variance that is not shared with the

ASVAB, and that the across-domain shared variance is low

(e.g., the new cognitive measures have low correlationswith

the non-cognitive measures).

6. and 7. Determine the level of prediction of soldier

performance, classification efficiency, and incremental

validity of the new measures--the jury is still out on these

questions since we are just now collecting the data that

will enable us to address these objectives.

Evolution of the Predictor Model

We began our research with a general kind of model, very

much like the one presented in Peterson and Bownas (1982). That

is, we conceived of the predictor space as divided into several

domains with major, relatively independent constructs falling

into each domain. At this early point in the research, we were

most concerned with thinking about the predictor space in a way

guided by past research that would also provide "handles," if you

will, for us to approach our particular applied problem. Thus,

we formed the domain teams earlier mentioned to be responsible

for broad pieces of this predictor space model.
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The domain teams reviewed the literature and identified the

most promising constructs and wrote definitions and other

descriptive materials for each of 53 identified constructs.

These constructs were input to the expert judgment process (Wing,

et al, 1984), and analysis of those 35 judges' data gave rise to

the hierarchical model shown in Figure 3, reproduced from the

Wing paper. Remember, this model represents the covariances of

the predictors to one another based on their judged relationships

to U.S. Army enlisted criterion dimensions.

We then focused our effort on developing measures that would

comprehensively cover this predictor space, when those new

measures would be combined with the ASVAB measures.

Figure 4 shows the names of the measures included in the

Pilot Trial Battery that were developed to measure the model of

the predictor space. (Note--ABLE is the Assessment of Background

and Life Experiences, and AVOICE is the Army Vocational Interest

Career Examination, each containing a number of distinct scales.

Both of these instruments are covered in the Hough et al. paper.)

These measures were carefully scrutinized, based on a fairly

large scale pilot test, and several of the papers in this

symposium report on those analyses.

Because of testing time constraints, not all of the measures

in the Pilot Trial Battery could be carried forward. We,

therefore, reduced the number of measures about 33%. This

reduction problem was approached via the model, and one goal was
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CONSTRUCT S CLUSTERS FACIOR

1. Verbal Comrprehiension
5. Reading Comprehension
16. Ideational Fluency A. Verbal Ability/
18. Analogical Reasoning General Intelligence

22. Word Fluency

A. Word Problems
8. Inductive Reasoning: Concept Formation I. Reasoning

10. Deductive Logic

2. Niuerical Comlputation C. Number Ability COGWITIVE
3. Use of For 4la/jitier Problems ABILITIES

12. Perceptual Speed and Accuracy N. Perceptual Speed and Accuracy

49. Investigative Interests U. Investigative interests

'14. Note Memory J. Memory
17. Followi Directions

19. figural Reasoning F. Closure
23. Verbal and Figural Closure

. Two-dimensional Mental Rotation.................................
7. Thre-dimensional Mental Rotation

9. Spatial Visualization E. visuaLization/SpatiaL VISUALIZATION/
11. field Dependence (Negative) SPATIAL
15. Place Meory (Visual Memory)
20. Spatial Scarning

24. Processing Efficiency
25. Selective Attention G. Mental Information Processing INFORMATION~
26. Time Sharing PROCESSING

3. Mechanical Comprehension L. Mechanical Comiprehension MCAIA

AS. Realistic Interests M. Realistic vs. Artistic
51. Artistic Interests (Negative) Interests

28. Control Precision
29. Rate Control 1. Steadiness/Precision
32. Arm-hand Steadiness
31.. Aiming

27. Multiliib, Coordination D. Coordination PSYCHOMOTOR
35. Speed of Arm Movement

30. Manual Dexterity
31. Finger Dexterity K.-Dexterity
33. Wrist-Finger Speed

39. Sociability 0. Sociability
52. Social Interests SOCIAL SKILLS

SO. Enterprising Interests R. Enterprising interest

36. Involvement in Athletics and Physical T. Athletic Abilities/Energy
Conditioning

37. Energy Level VI GOR

41. Dominance S. Dominance/Self-esteem
,62. Self-esteem

40. Traditional Values
'3. Conscientiousness N. Traditional Values/Convention-
46. Non-delinquency ali ty/mon-del inquency
53. Conventional Interests

A.. Locus of Control 0. work Orientation/Locus MOIIVAYIONa/
47. Work Orientation of Control STABILII'V

38. Cooperativeness P. Cooperation/Emotional Stability
45. Emotional Stability

FIGURE 3. Hierarchical Map of Predictor Space
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PILOT TRIAL BATTERY CLUSTERS FA6iORS

ASVAB A. Verba( Ability/
General Intelligence

Reasoning I and 2 U. Reasoning

mumber Memory (c) C. Number Ability COGNITIVE ABILITIES

Perceptual Speed and Accuracy (c) H. Perceptual Speed
Target Identification (c) and Accuracy

AVOICE U. Investigative Interests

Short Term memory (c) J. Memory

Reasoning I and 2 F. Closure
.................... •......... ... ...... ... oo .... . ........ .................. .. ...................

Assembling Objects
Object Rotation
Shapes E. Visualization/Spatiat VISUALIZATION/
"a2es SPATIAL
Path

%Orientation 1. 2. and 3
.... ... ... .... ... ... .... ... ... .... ... ... ... .... ... ... .... ... ... .... ... ... ...

Simple Reaction Time (c) G. Mental Information INfFORATION
Choice Reaction Time (c) Processing PROCESSING
.. . . . . . . ........ ..... ......o°.o°....... .........0 ° o° °. 0o oo .0 °°.o........ ..°0 0 o .. °. 0 ......

ASVAB L. Mechanical Comrehension
MECHANICAL

AVOICE M. Realistic vs. Artistic Interests
°°~... . . ..° . .. . ...... oo o°° °° .... .. ....... ..°°°.o.. .... ° °° .° °o °o °° °° .... ...° °.... . .... . °.... .

Target Tracking I (C) I. Steadiness/Precision
Target Shoot (c)

Target Tracking 2 (c) 0. Coordination PSYCHOMOTOR
Target Shoot (C)

K. Dexterity
.... °.......°......°......°............... . ..... .. °° ..... ............ ......... °... °.........°..........

ABLE/AVOICE 0. Sociability

SOCIAL SKILLS
AVOICE R. Enterprising Interest
............................oo...oo. .......................................o........
ABLE T. Athletic Abilities/Energy

VIGOR
ABLE S. CDominance/Self-esteem
............................ .....................................................................

ABLE N. Traditional Values/Conven.
tiormlity/Nond.letiruercy

MOT IVAT I ON/
ABLE 0. Work OrientatiOnj/Locus STABILITY

of Control

4 ABLE P. Cooperation/Emotionat StabiLity
...... ...................... ............................... ........ ...........................
Cannon Shoot (c) Movement Judgment
...............................................................................................

(c) a Coluterized measures

FIGURE 4. Pilot Trial Battery Measures of
the Modeled Predictor Space
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j
to retain as comprehensive coverage as possible of the predictor

space. I will not describe that decision process in detail here,

but I will say that the model shown in Figure 4, but, in more detail,

was in the forefront of that entire process.

The resulting "Trial Battery" takes a bit less than four

hours to administer and is generally described in Figures 5 and 6.

As mentioned earlier, this battery is now being administered to

about 11,000 soldiers in nineteen JIOS, and job performance criterion

data are also being collected. With these data in hand, we

should be able to make some fairly definitive tests, and, no

doubt, modifications of our model.

PERCEPTUAL/PSYCHOMOTOR (COMPUTER) 34%

COGNITIVE PAPER AND PENCIL 50%

NON-COGNITIVE PAPER AND PENCIL 16%0,

FIGURE 5. Percent of Trial Battery Testing Time Devoted to Each Area
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ADVANTAGES AND PROBLEMS WITH USING PORTABLE COMPUTERS
FOR PERSONNEL MEASUREMENT

Rodney L. Rosse and Norman Peterson
Personnel Decisions Research Institute

August 1985

Paper presented at the Annual Meeting of the
American Psychological Association, Los Angeles, California

305



4

'4,

4
44~
'4.,

C..
M

*

'V

-V

1
.4J
.4
-4
-4

t

-V
4.

SW,

SW.
A.

-C
it..
.4.

S

44

-p.
'S

F.
-p.
Sb
'p

A

4

306

V
"'S
445 V.

44
S



Author Notes

p'.o

This paper was prepared as part of a synposiu, on "Lxpanainr thf-

•Neasure7ent of Predictor Space for Military Enlisted JoLs," preserted a'
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1EZ5. kach of the papers discusses a different aspect of developing a set
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Introduction

PHistory repeats itself" is an adage that probably does not

* apply to the advances of microprocessor developments. Given the

frantic rate of development, it is difficult to imagine that

circumstances could ever again occur in just the way that they

did at the outset of this effort in the Fall of 1983. It would

seem, however, that any 1986 project might be enhanced by

consideration of both the occasional wisdom and sometime folly of

our beginning efforts.

To say that the first step should be to decide what is to be

s done may seem trite. In fact, at least for us, the goals to be

accomplishied were far from obvious and may have remained beyond

our vision except for the valuable help obtained through visits to

several research centers doing advanced work in computerized

testing: (1) Air Force Human Resources Laboratory at Brooks Air

Force Base, Texas, (2) Army Research Institute Field Unit at Fort

Rucker, Alabama, (3) Naval Aerospace Medical Research Laboratory,

Pensacola, Florida, and (4) Army Research Institute Field Unit at

Fort Knox, Kentucky. Experimental testing projects using

computers at these sites had already produced impressive

developments which stimulated the ideas of the project at hand

and have continued to influence our work.

In this paper, we focus primarily on the process we followed

and some problems we encountered in hardware and software

acquisition and development for the purpose of developing
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experimental tests of abilities that could best be administered

via microprocessors. As mentioned in other papers in this

symposium, the overall goal of the larger research project was to

develop and evaluate new predictors in terms of additional

prediction/classification accuracy for Army enlisted jobs.

Hardware Acquisition and Development

Much of the detail of the planned products was yet to evolve at

the point of acquisition of the first six machines so that we had

to focus upon more general objectives. It was clear that we

wished to accomplish several things which were either difficult

or impossible to accomplish with paper-and-pencil testing.

Specifically, we required the ability to have a very high degree

of precision in stimulus presentation and a high degree of

control of respondent behavior. Variables were specifically

expected to include precision in timing of stimulus presentation

and response speed.

In addition, we know that pursuing applied research efforts,

even those on the relatively large scale of this project,

automatically invokes limitations upon what research questions

may be considered. It was intended from the outset that a

product for a particular kind of usage be produced in~a

particular manner, within a particular budget, and on a limited

schedule that permitted cooperation of varied resources and

groups.
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Microprocessor

The choice of which microprocessor to use for the

preliminary development was not obvious or straightforward. The

arrays of available microcomputer devices were, at the time, in

transition from earlier machines which used the first popular

microprocessor chips (ie., 8080 or Z-80) into a newer variety of

options created by the influence of IBM's entry into the market

with their PC" employing the newer 8088, 8086-7 chips. With the

newer machines came more flexible operating systems (e.g., DOS 1

or DOS 2).

A computer designed for portable use was deemed to be a

highly desirable characteristic because the machines were to be

- frequently disassembled, carried or shipped to new locations, and

reassembled by personnel with minimal experience in computer
0#

hardware. Such portable machines had been on the market only

briefly at the time so that little reported experience with them

was available.

We acquired six machines made by Compaq (TM) which appeared

to suit the need. They were among the "newer" types of machines

which used a variation of the MS-DOS operating system. They were

equipped with standard game adapters which permitted the analog

inputs from "off-the-shelf" joysticks and boolean input from game

button switches.

The choice was specifically made to avoid using color in the

visual displays for at least two reasons: (1) the certainty of
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individual differences in color vision among military recruits,

and (2) dread of the prospects of attempting to calibrate video

colors for standardization of presentation. Accordingly, we

precluded the possibility of directly investigating the value of

stimulus effects in color presentation. The machines that were

chosen had green on black screens which, it was reasoned, would

produce results that could be generalizable to any other

monochrome display with relatively little risk.

The graphics capability of the Compaq microcomputer proved

to be minimally acceptable for the applications which were to

come. In graphics mode, the pixels (or dots) on the screen are

organized into 200 rows and 640 columns. To form a figure, one

sets the pixels by coordinates to form the desired pattern. More

recently, several computers of the "personal" computer type are

offering 400 rows with 640 columns which should provide improved

resolution.

Very accurate timing of events occurring in the testing

p process was essential. Initially, timing was accomplished by two

means: (1) accessing the calendar clock that is available in any

machine which uses MS-DOS (or the variations of MS-DOS that are

sold under computer tradenames), and (2) use of calibrated

software loops. Without delving too far into technical details,

those two options eventually presented some difficulties because

of time consumption in the process of obtaining the time. For
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instance, the computer CPU often had to be tied up with timing

events when other work required being done in the timed interval.

A wonderful solution to the timing problem eventually

presented itself in what the computer people call a "real-time-

clock" which can be added to the "IBM-type" microcomputers for

as little as $50. It operates with a small battery and it is

ordinarily sold for personal computers so that the correct date

and time will be maintained without resetting when the computer

is turned off.

With appropriate software, the "real-time-clock" device

2~ allows the timing of events accurately to the nearest I/1000-th

of a second with neglible loss of computer time in the reading.

(The sub-program used in our projects will read the time in

approximately 1/3000-th of a second.)

Peripheral Devices for Response Acquisition: Response Pedestal

' The initial choices in the hardware configuration for a "testing

station" proved satisfactory for the "stimulus side", i.e., the

controlled presentation to the subject. The standard keyboard and

the "off-the-shelf" joysticks were hopelessly inadequate for the

*response side." Computer keyboards leave much to be desired as

response acquisition devices--particularly when response

latency is a variable of interest. Preliminary trials using, say,

the T" and "L" keys of the keyboard for "true" and "false"

responses to items was troublesome with naive subjects.

Intricate training was required to avoid individual differences
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arising from differential experience with keyboards. Moreover,

the software had to be contrived so as to flash a warning when a

respondent accidentally pressed any other key. The "off-the-

shelf" joysticks were sadly lacking in precision of construction

such that the score of a respondent depended heavily upon which

joystick (s)he was using.

We came up with a plan for a "response pedestal" which

consisted of readily available electronic parts. The first

design could probably have been constructed in a home workshop.

A prototype of the device was obtained from a local engineer.

(See Figure 1.) It had two joysticks, a horizontal and a

vertical sliding adjuster, and a dial. The two joysticks allowed

either left or right hand usage. The sliding adjusters permitted

two-handed coordination tasks. The dial permitted respondent

selections in a manner similar to the now popular "mouse" devices

that are sold for personal computers.

The response pedestal had nine button-switches, each of

which was to be used for particular purposes. Three buttons

(BLUE, YELLOW, and WHITE) were located near the center of the

pedestal and were used for registering up to 3-choice

alternatives. Also near the center were two buttons (RED) which

were mostly used to allow the respondent to step through frames

of instructions and, for some tests, to "fire" a "weapon"

represented in graphics on the screen.
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Of notable interest was the placement of the button-switches

which were called "HOME" with respect to the positions of other

buttons used to register a differential response. The "HOME"

4 buttons required the respondent's hands to be in the position of

depressing all four of the "HOME" buttons prior to presentation

of an item to which (s)he would respond. This, it is believed,

offered advantages of control of attention and control of hand

position for measurement of response latency. Using

appropriately developed software, we were able to measure total

response time but also to break it down into two parts: (1)

* "decision time" which is defined as the interval between onset of

stimulus and release of the "HOME" keys, and (2) "movement" time

which is the subsequent interval to the registering of a

* response. It was possible, where of interest, t10 tell fairly

reliably whether the respondent used a left hand or a right hand

to respond since (s)he almost invariably would release the "HOME"

buttons on the side of the preferred hand first.

The rotary switch marked 'SELECTOR" in Figure 1 was an

inconvenience that was required by our initial choice of *game-

adapter" for reading analog input. The game adapter initially

chosen allowed only four inputs and the response pedestal had

seven analog outputs: 2 inputs for each of two joysticks, two

4 sliding adjusters, and one rotary adjuster called the "DIAL."

The "SELECTOR" was used to select which analog devices were to be

operative for a particular test item. The final design for the
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Of notable interest was the placement of the button-switches

which were called "HOME" with respect to the positions of other

buttons used to register a differential response. The "HOME"

buttons required the respondent's hands to be in the position of

depressing all four of the "HOME" buttons prior to presentation

of an item to which (s)he would respond. This, it is believed,

offered advantages of control of attention and control of hand

position for measurement of response latency. Using

appropriately developed software, we were able to measure total

response time but also to break it down into two parts: (1)

"decision time" which is defined as the interval between onset of

stimulus and release of the "HOME" keys, and (2) "movement" time

which is the subsequent interval to the registering of a

response. It was possible, where of interest, to tell fairly

reliably whether the respondent used a left hand or a right hand

to respond since (s)he almost invariably would release the "HOME"

* buttons on the side of the preferred hand first.

The rotary switch marked "SELECTOR" in Figure 1 was an

inconvenience that was required by our initial choice of "game-

adapter" for reading analog input. The game adapter initially

chosen allowed only four inputs and the response pedestal had

seven analog outputs: 2 inputs for each of two joysticks, two

sliding adjusters, and one rotary adjuster called the "DIAL."

The 'SELECTOR" was used to select which analog devices were to be

operative for a particular test item. The final design for the
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response pedestal included a game-adapter with the capability of

eight analog inputs and the "SELECTOR" switch was happily

omitted.

JoQyst i cks

Perhaps the greatest difficulty regarding the response

pedestal design arose from the initial choice of joystick

mechanisms. We soon discovered that joystick design is a

complicated and, in this case, a somewhat controversial issue.

Anyone who is contemplating the use of joysticks in a testing

apparatus is well advised to not take the matter lightly.

Variations in tension or movement can cause unacceptable

differences in responding which defeat the goal of standardized

testing..

* While "high-fidelity" joystick devices are available, they

can cost thousands of dollars apiece which was prohibitively

expensive in the quantities that were to be required for this

project. Additionally, we were not attempting to mimic any

particular operational control device so there was no theoretical

reason for high fidelity. The first joystick mechanism that was

used in the response pedestals was an improvement over the

initial "off-the-shelf" toys that predated the pedestals. It had

no springs whatsoever so that spring tension would not be an

issue. It had a small, light weight handle so that enthusiastic

respondents could not gain sufficient leverage to break the
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mechanism. It was inexpensive.

Unfortunately, this joystick had a "wimpy" feeling which was

greatly lacking in "face-validity" (or, sometimes called "fist-

validity") from the Army's point of view. It was felt that the

joystick was so much like a toy that it would not command respect

of the respondents. It was the contention of some of us that the

device that we used had "construct fidelity" in that it would do

a perfectly adequate job of testing the constructs that were

targeted and that additional time and expense would be a waste.

However, no amount of friendly persuasion would disuade the

dissidents.

The joystick mechanism had to be changed. Joysticks of

every conceivable variety and type of use were considered. We

learned about viscous dampening, friction, tension, and even

something called "stiction." Ultimately, a joystick device was

fashioned with a light spring for centering and a sturdy handle

with a bicycle handle-grip. It had sufficient "fist-validity" to

be accepted by all (or almost all) and it was sufficiently

precise in design that we were unable to detect any appreciable

"machine" effects in fairly extensive testing.

Software Development

We wish to turn attention now to the issues of software

development. Obviously, there were no "package programs"

available to administer computerized tests. The selection of

strategy for organizing and programming the needed software was
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to fall upon ourselves. We had three general, operational

objectives in mind for the software to be produced: (1) as far as

possible, it should be transportable to other microprocessors;

(2) it should require as little intervention as possible from

a test administrator in the process of presenting the tests to

subjects and storing the data; and, (3) it should enhance the

P "standardization" of testing by adjusting for hardware

differences across computers and response pedestals.

Primary Lannu ge

We chose to prepare the bulk of the software using the

Pascal language as implemented by Microsoft, Inc. There were

certain advantages to this in that Pascal is a common language

and it is implemented using a compiler that permits modularized

development and software libraries. As computer languages go,

Pascal is relatively easy for others to read and it can be

implemented on a variety of computers.

Some processes, mostly those which are specific to the

hardware configuration, had to be written in IBM-PC assembly

language. Examples of these include the interpretation of the

response pedestal inputs, reading of the real-time-clock

- registers, calibrated timing loops, and specialized graphics and

screen manipulation routines. For each of these identified

functions, a Pascal-callable "primitive" routine with a unitary

purpose was written in assembly language. Although the machine
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specific code would be useless on a different type of machine,

the functions were sufficiently simple and unitary in purpose so

that they could be reproduced with relative ease.

Stratecy

The overall strategy of the software development is worth

considerable discussion. It quickly became clear that the direct

programming of every item in every test by one person was not

going to be very successful either in terms of time constraints

nor in terms of quality of product. For the sake of making it

possible for each researcher to contribute his/her judgment and

effort to the project, it was necessary to plan so as to take the

"programmer" out of the step between conception and product as

much as possible.

The testing software modules were designed as "command

processors" which interpreted relatively simple and problem

oriented commands. These were organized in ordinary text written

by the various researchers using word processors. Many of the

commands were common across all tests. For instance, there were

commands that permitted writing of specified text to "windows" on

the screen and controlling the screen attributes (brightness,

background shade, etc). A command could hold a display on the

screen for a period of time measured to 1/100-th second accuracy.

There were commands which caused the program to wait for the

respondent to push a particular button on the pedestal. Other

commands caused the cursor to disappear or the screen to go
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blank during the construction of a complex display.

Some of the commands were specific to particular item types.

These commands were selected and programmed according to the

needs of a particular test type. For each item type, we would

decide upon the relevant stimulus properties to vary and build a

command that would allow the item writer to quickly construct a

set of commands for items which (s)he could then inspect on the

screen.

Thus, entire tests were constructed and experimentally

manipulated by psychologists who could not program a computer.

The strategies for developing commands have evolved and

improved over the period of development. Eventually, the

commands became almost "language-like" with syntax forms

analogous to some of the common statistical packages like SPSS or

SAS that are available on "main-frame" computers.

Hardware Testing and Calibration

One of the most useful software developments relates to the

testing and calibration of the hardware, necessary for purposes

of standa rdization. A complete hardware testing and calibration

process can be undertaken by test monitors each time a machine is

powered up. It checks the timing devices and screen distortion,

and calibrates the analog devices (joysticks, sliding adjusters,

dial) so that measurement of movement will be the same across

* machines. It also permits the software adjustment of the height
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to width ratio of the screen display so that circles do not

become ovals or, more importantly, the relative speed of moving

displays remains under control regardless of vertical or

horizontal travel.

Concluding Remarks

In the end, we were able to put together a portable,

complete testing session lasting approximately 1-1/2 hours where

very naive respondents can complete the test with little or no

intervention from a test monitor. The data are automatically

stored and "backed-up" on diskettes in a form readily

transferrable to a "main-frame" for analysis. Except for

occasional calibration or contingencies, the test monitor needs

only to turn the computers on and put the respondents in front of

them.

Finally, and perhaps most gratifying, we have found that the

soldiers tested via this method have generally preferred

computerized testing to paper-and-pencil testing. We have not

gathered hard data on this aspect, but base our conclusions on

observation of the soldiers while taking the battery and their

comments to us after completing the battery. Perhaps this is due

to novelty alone, but we feel it may also be due to the nature of

the tests themselves plus the fact that the soldier, in large

part, is in control of the testing process her/himself. The

soldier controls the pacing of instructions for the tests and.

for some tests, the pacing of item presentation. No
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administrator tells her/him when to begin and when to stop, and

(s)he is not in "lock step" with a larger group. We view this

* state of affairs as highly desirable for personnel selection

* testing.
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This paper describes research performed under Project A: Improving
the Selection, Classification, and Utilization of Army Enlisted
Personnel. This nine-year, large scale program is designed to pro-
vide the information and procedures required to meet the military
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most qualified soldiers. The research is
funded primarily by Army Project Number 2Q263731A792 and is being
conducted under the direction of the U.S. Army Research Institute
for the Behavioral and Social Sciences. Research scientists from
the Army Research Institute, the Human Resources Research Organiza-

tion, the American Institutes for Research, and the Personnel
Decisions Research Institute as well as many Army officers and
enlisted personnel are participating in this landmark effort.

All statements expressed in this paper are those of the authors and
do not necessarily express the official opinions or policies of the
U.S. Army Research Institute or the Department of the Army.
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Modelin9 the Selection Process to
Adjust for Restriction in Ran 9 e

Paul G. Rossmeiss]

U.S. Army Research Institute

David A. Brandt
American Institutes for Research

A central activity in validation research is the estimation of the regression of
a criterion variable on one or more predictors in the applicant population. In most
cases, however, the data for estimating this regression can be collected only for
the subset of the applicants who are accepted for a job or training opening and
have remained employed long enough to be tested on a criterion variable. This
subset constitutes the selectable population. The selectable population is, in
general, a biased sample of the population of applicants. Thus, sample statistics
computed from such subsamples may be biased estimates of the parameters that
are descriptive of the applicant population. To address this issue with the context
of Project A research we considered a statistical adjustment that models the
selection process in order to obtain unbiased estimates of regression parameters.

Treating this problem within the more general context of sampling bias,
statisticians such as Heckman (1979), Goldberger (1972) and Muthin and Jareskog
(1983) have developed techniques to adjust for selection bias when it is possible to
model the selection process.

The most common method of handling selection effects is to correct corre-
latlon coefficients for "restriction of range" using a Pearsonian correction. Texts by
Lord and Novick (1968) and Allen and Yen (1977) describe these methods and the
assumptions behind them.

The statistical methods that we evaluate in this paper differ from the
psychometric methods in one crucial respect. The psychometric methods assume
that the regression of the criterion on the predictor is the same in the applicant
and the selectable populations. On the basis of this assumption, they adjust the
correlation coefficients using the observed variances in the two populations. That
is, the correction is for "restriction in range," and nothing more. In fact, the sam-
pIe regression obtained from the selectable population could also be regarded as
the "corrected" regression. This is true in the sense that the correction for cor-
relation coefficients assumes that the regression in the selectable population is the
same as the regression in the applicant population.

On the other hand, the statistical methods relax the assumption of equal
regressions in the applicant and selectable populations. These models assume that
selection affects both the correlation and the regression coefficients. This is an
important difference between the two approaches, because it is likely that the
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regression in the selectable population has a higher intercept and a flatter slope
than the regression in the applicant populaton. Therefore a method that is capable
of making that adjustment is of considerable value in validation research.

The basis of the adjustment for selection effects is the assumption that the
true selection variable is linearly related to one or more observed variables. The
true selection variable, denoted by T[, is not observed, but the variables that are
related to selection are observed. It is assumed that the researcher wishes to
estimate the linear regression equation of a dependent variable, y, on a vector of
x's but y is observed only if Tt is greater than a threshold value, Z.

In order to model the selection process, data from both successful and un-
successful applicants are concatenated and a binary variable is generated that
indicates whether an applicant was selected. Then the probability that a given
applicant was selected is estimated statistically. Heckman (1979) used probit
analysis for this purpose. In the probit analysis, all the variables thought to be
related to selection are included as predictors. A function of the estimated prob-
ability of selection is then included as a predictor in the regression equation of
interest. This augmented equation then is estimated by a technique such as ordin-
ary or generalized least squares. If the distributional assumptions can be sat-
isfied, unbiased estimates of the regression equation of interest will be obtained.
Other estimation methods such as ridge or Bayesian regression can also be used.

Muthin and Jreskog (1983) proposed a maximum likelihood estimator of the
system of equations. While the Muthin-J~reskog estimation method is more at-
tractive from a theoretical point of view, practical problems have been encoun-
tered in its application. The numerical optimization may be nontrivial because the
shape of the likelihood surface is frequently quite complicated, with many local min-
ima. Also, Muthin's computer program is not available for general distribution. The
program that implements the Heckman estimation procedure, however, is com-
mercially available.

The purpose of this paper is to address the feasibility of using the Heckman
procedure for addressing the problem of selection bias in connection with Project A.
Analyses of artificial data presented by Muthin and J~reskog indicate that the
Heckman adjustment performs well under the conditions that it was designed to
address. However, test validation research often falls short of this idea in several
respects. In particular, small sample size and multicollinearity may be problems.
The smallest sample size investigated by Muthen and Jbreskog was 1000. Validation
sample sizes are often as small as 100. There is additional concern about multicol-
linearity in connection with the Heckman model. We will use artificial data to com-
pare adjusted regression estimates obtained using Heckman's procedure to un-
adjusted coefficients obtained using OLS. We will also investigate the impact of dif-
ferent selection ratios on the parameter estimates.

In theory, Heckman's procedure "works" when the selection process can be
modeled adequately. That is, in simple selection situations in which the selection
variables are measured, the Heckman procedure shoulc properly adjust for

328
• - . -,- , = .- , , , - . --. ---. -- -.5. . . , .. . .. . . . . , , , , ... . - ;



selection bias. It is less clear what the procedure will do when some of the var-
aiables that contribute to selection are unmeasured.

Estimation of parameters from small samples poses additional probiems.
First, the standard errors of the adjusted regression parameters are, in genera l,
larger than the standard errors of unadjusted regression estimates. This reflects
the fact that the selection variable is not observed but is estimated from the same
cases on which the regression is obtained.

Collinearity is also an important concern. Heckman's procedure attempts to
*. correct for specification error by adding a term to the regression that "compen-

sates" for nonrandom selection. This statistic, lambda CX), is derived from a probit
regression of selection CO or i) on the variables that are believed to be relevant
to selection. Ordinarily, this set of variables includes all the variables in the re-
gression that is to be adjusted. This means that X is, to some extent, a non-linear
function of the same variables that are already in the regression equation. If se-
lection is only a function of the variables in the OLS equation, collinearity can be an
extremely serious problem when estimation is based on small samples.

Method

The Heckman model

This method assumes that the researcher is interested in the regression

y = X1 0 *
and that selection is a function of the unobserved variable, 71,

T12 X2 02 * E2

That is, the dependent measure, y, is only available for cases in which 11)Z. The
task is to adjust the coefficients, 01, for the effects of nonrandom selection.

Heckman uses a two-step estimation procedure. First, a probit regression isused to model the selection process. The researcher performs a probit analysis of

selection (i.e., selected or unselected) on all the variables believed to contribute to
selection. These variables make up the X2 matrix above. From this analysis, the
probability that each individual is selected is obtained. A function of this prob-
ability, X, is entered into the regression equation of interest as an additional pre-
dictorl. In theory, this predictor adjusts for the bias caused by nonrandom se-
lection.

The outcome of the analysis is a table of regression coefficients adjusted for
nonrandom selection together with the covariance matrix of these estimates. Heck-

a Lambda is the inverse of Mill's ratio. It is a monotone decreasing function of the

probability that an observation is selected into the sample.
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man (1979) wiorked out analytic expressions for these standard errors. In general,
they can be expected to be larger then the standard errors obtained from normal
theory that assumes random selection from an indefinitely large population.

These calculations have been implemented in the computer program, LAMBDA.
This program is available from Scientific Software, Inc. (formerly International
Educational Services). The work reported here was done using this program.

This simulation was designed to examine the performance of the Heckman cor-
rection in simple cases. ie studied the regression of an outcome variable on a sin-
gle predictor. We varied the following factors:

* Sample size (100, 300, 600);

* Selection ratio (50% eligible, 33% eligible, 16% eligible);

e The compositon of the selection variable;

* The degree to which the variables contributing to selection were
included in the probit analysis.

Simulation specifications

All data were generated using the multivariate normal generator, GGNSM, in
the International Mathematical and Statistical Libraries CIMSL) subroutine package.
For reasons of simplicity, we restricted our attention to the regression of an out-
come variable on a single predictor. Te behavior of the Heckman procedure in
multiple regression situations will be studied in future work. The simple linear re-
gression equation case, however, is relevant to much validation research. It is the

4W method used to evaluate the predictability of operational and proposed predictor
tests, and to investigate predictive bias of of such tests.

le generated a predictor variable, X and two possible selection variables, S1
and S2 . S, is correlated .5 with the predictor, X, and S2 Is correlated .25. They

represent other factors related to selection. Two disturbance terms, El and E2 ,

that are uncorrelated with X, S1, and S2, were also generated. Lie created the

dependent variable from the equation

y ZX El

and studied this model for tw1 o possible selection variables:

T1 C = X + S1 + E2 , and

X . S + S 2 + E2"

The first selection variable is perhaps the simplest case that is at al real-
istic. It assumes that selection is on the basis of a predictor test plus another

"4

%
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ohs varitable that is moderately correlated with the predictor. The second selection
ON, variable assumes that selection is on the basis vf the predictor plus two variables

that are correlated with it.

Finally, it is necessary to make assumptions about the availability of S1 and
Sto the researchers. Wie ran simulations that assumed that:

*Selection is on X and S1 but the researchers only have X;

*Selection is on X and S1 and the researchers have both X and

*Selection is on X, S1, and S2 but the researchers only have X and S1.

The first condition simulates the case in which the researchers only have theppredictor test available, but selection is also on the basis of an unmeasured var-
able correlated with it. The second condition is included as a baseline against which
the results from the first conditions can be compared. Finally, the last condition

* represents the case in which some of the selection process is measured but an un-
measured variable with a low correlation with the predictor test also contributes
to selection. Comparisons of the second condition with the first and last wiill indi-

* cate the effects of failing to model the selection process properly.

This research is not a Monte Carlo simulation. For each condition, we gener-
ated an appropriato artificial dataset and per-formed the unadjusted and adjusted
regressions. Our intent was to get an initial sense of the behavior of the adjust-

* ment procedure for the cases of interest to us. Subsequent work based on these
initial results will use more rigorous procedures.

Results

Because this research does not generate a distribution of 's for each con-
dition, some of the variability in our estimates is due to sampling error. Therefore,

* we can only be confident about sizeable and consistent effects. This limitation is
satisfactory for us at this stage of our work. The reader is cautioned that mrore
subtle trends in our data should be investigated with formal Monte Carlo sim-
ulations.

Table 1 contains estimated regression coefficients ( ) and their standard
errors obtained from unadjusted and adjusted regressions. In all cases, the pop-
ulation 0=1.0. Different selection ratios were obtained by varying the threshold
that determines selection. Fifty per cent selection corresponds to setting the
threshold at zero (i.e., *C=O); a 33% selection rate is obtained by setting Z=1, and a
16% selection rate is obtained by setting Z'zZ The two sets of columns on the right

report on adjusted estimates for the case in which the selection variable is '~)
The first set of adjusted estimates was obtained by using only X in the prooit an-
alysis; the second set uses both X and S1. This table permits us to compare the
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effects of sample size, selection ratio, and the degree to which the researcher has
measured the variables relevant to selection.

The following features are worth noting. First, selection affects the uncor-
rected estimates in the expected way. In all cases, the uncorrected coefficients
underestimate 0, and the effect is more pronounced for the higher selection ratios.

When Z is 2 or 3 and the sample size is 300 or more, the unadjusted estimates of
are significantly lower than 1.0. This is a clear indication that some form of adjust-
ment is needed.

The most dramatic effect in Table I is due to the number of variables included
in the probit analysis. When a S1 is not available to the researcher, the Heckman

procedure does not perform well The first set of adjusted estimates were obtained
using only X in the probit analysis. The standard errors of the estimates are
roughly 8 times the standard errors of the unadjusted estimates. When the sample
size is 100, the degree of inflation is even worse. The only case that could be con-
sidered at all reasonable is for a high selection ratio and high N (i.e., 500). In this
instance, 0-1.3, but its standard error is almost nine times the standard error of
the corresponding unadjusted estimate.

The set of estimates on the right of Table 1 illustrates the importance of
measuring all the variables relevant to selection. These estimates were obtained
under by specifying the correct set of variables in the probit analysis. For this
case, Heckman consistently overcorrects, but in nearly all cases the adjusted 's
are not significantly different from 1.0. More importantly, the standard errors are
only about I! times the standard errors of the unadjusted estimates.

Even when all the variables relevant to selection are known, a sample size of

100 may not be adequate. For the highest selection ratio studied here, the ad-
justed based on 100 observations is significantly greater than 1.0. A Monte Carlo
simulation would probably be required to determine whether Heckman estimates
could be relied upon in this case.

If we disregard the results for N100, it appears that the Heckman estimator

does better as the selection ratio increases. This is "good news" in the sense that
it is precisely this case in which a good adjustment procedure is most needed. The
last two rows of Table I illustrates the case in which Heckman does best and is of
greatest practical value. In these rows the unadjusted 's are significantly atten-
uated but the adjusted estimates are excellent. Of course, it is crucial that the
researcher measure the variables relevant to selection.

We also generated a second selection variable, Ttj2J, to investigate further
the effects of misspecifying the probit model. This selection variable is a function of
X, SI, and S2; we are interested in the case in which only one of the additional var-
iables related to selection is measured. Table 2 contains the unadjusted and ad-

justed estimates when the selection variable is TI(2) but only X and S1 are avail-
able to the researcher.
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From Table 2 it is clear that not knowing S2 does not have the devastating

effects on precision that were seen in Table I when TIM was not properly modeled.
Standard errors for adjusted 's are only about 11 times the standard errors for
the corresponding unadjusted s's. However, the correction is not quite as good as
when 11C') was properly modeled. Heckman's procedure seems to overcorrect ujhen-
ever the unadjusted is larger than about .88. Also, the performance of the
adjustmnent for extreme selection C11>2) is not better than the other cases. These

results suggest that the Heckman procedure gives reasonable results for some
cases in which all variables relevant to selection are not measured. This is
encouraging to Project A because it is not realistic for us to measure all variables
that are relevant to the Army's selection and classificaton process.

Summary

Our findings suggest several things. First, the Heckman procedure does not
perform well when only variables in the regression of interest are included in the
probit analysis. In this case, the standard errors of the adjusted estimates are
unacceptable. However, Lie do find that if some but not all of the variables related
to selection can be added to the probit analysis, the adjusted estimates are
reasonable.

As we expected, a sample size of 100 is probably not large enough to be
relied upon. For Projact A, this means that we may not be able to use the Heckman
procedure to investigate predictive bias in many cases because the subgroup N's
are of that size.

The results using TIM2 were encouraging. They indicate that the adjustment
may perform reasonably even when some variables related to selection are
unmeasured. However, it is crucial that some additional variables related to se-
lection that do not appear in X1 be used in the probit analysis. Wie found that the

standard errors of parameter estimates were acceptably low and the adjusted 6's
may be an improvement over the unadjusted estimates. A more rigorous simulation
and some analyses of real data are needed to determine whether the data being
collected by Project A are suitable for this procedure.
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Table I

Comparison of Uncorrected and Corrected Regression
Coefficients for O( = 0; B 1

Selection variable: -i- = x + S 1

Uncorrected Corrected

Probit analysis Probit analysisSelection rule: '1 > 0 xlds 1 icueexcludes 5 1 includes 5

N S.E. S.E. S.E.

100 .94 .11 -.52 7.16 1.30 .19

300 .92 .06 .96 .54 1.30 .10

600 .79 .04 .81 .29 .90 .06

Selection rule: ir > 1

100 .61 .11 2.49 2.04 .98 .17

300 .79 .07 -.08 .84 1.11 .1 1

600 .85 .05 1.51 .39 1.09 .08

Selection rule: Tt > 2

100 .79 .12 1.56 1.92 1.42 .17

300 .74 .06 1 .32 .75 1 .07 .09

600 .71 .04 1.13 .35 1.02 .06
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Table 2

Comparison of Uncorrected and Corrected Regression
Coefficients for oK =0; = 1

M. Selection variable: -q = x + I + S 2

Selection rule: Tq > 0 Uncorrected Corrected

N S.E. S.E.

100 .94 .11 1.14 .15

300 .79 .06 .92 .10

600 .96 .04 1.13 .06

Selection rule: Tq > 1 Uncorrected Corrected1

100 .76 .1 1 .83 .16

300 .99 .06 I .06 .09

600 .82 .04 .92 .06

Selection rule: 11 > 2 Uncorrected Corrected 1

100 .75 .12 .77 .15

300 .81 .05 .98 .08

600 .88 .04 1.12 .05

The variables x and S are included in thie probit analysis.

336



COMPARING WORK SAMPLE
AND JOB KNOWLEDGE MEASURES

by

Michael G. Rumsey
. U.S. Army Research Institute

William C. Osborn and Patrick Ford
Human Resources Research Organization

August 1985

Presented at the Annual Meeting of the
American Psychological Association, Los Angeles, California

This paper describes research performed under Project A: Improving
the Selection, Classification, and Utilization of Army Enlisted
Personnel. This nine-year, large scale program is designed to pro-
vide the information and procedures required to meet the military
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most qualified soldiers. The research is
funded primarily by Army Project Number 2Q263731A792 and is being
conducted under the direction of the U.S. Army Research Institute
for the 8ehavioral and Social Sciences. Research scientists from
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Comparing Work Sample and Job Knowledge Measures

Michael G. Rumsey

U.S. Army Research Institute for the Behavioral and Social Sciences

William C. Osborn and Patrick Ford

Human Resources Research Organization

In our Army Selection and Classification project, commonly referred

to as Project A, we are concerned with developing as comprehensive a per-

formance measurement system as possible. To that end, we have developed

three different kinds of measures--ratings, work sample measures and job

knowledge measures. The role of ratings will be discussed in the follow-

ing paper. Here we focus on the two remaining testing methods--work sam-

ple and job knowledge tests.

As a measure of job proficiency, work sample tests enjoy a level of

acceptance second to none. It has been suggested that, short of measure-

ment in an actual job situation, a work sample test has the highest fidel-

ity of any type of measure (Vineberg & Taylor, 1976). Ideally, a work

sample test represents the actual steps performed in a job and provides an

objective measure of whether or not such steps are performed correctly.

If this ideal is met, then an individual's score on the work sample test

is an unparalleled measure of how well the individual can successfully

satisfy the requirements of a particular job.

Despite their extraordinarily high level of credibility, work sample

measures are very infrequently used as a component of a performance ap-

praisal system. The most common explanation for this omission is the

enormous expense associated with such testing. To properly conduct work



sample testing, one must provide the equipment that is used on the job, at

least one observer to determine if the job is being performed correctly,

and make available sufficient time to insure that all essential components

of the job are executed. In most cases, the price of such testing is

simply more than the user feels can be afforded.

Given the perception that work sample measures represent the highest

standard in proficiency measurement, and given the often prohibitive ex-

pense of work sample measurement, it follows that all other measures would

be assessed in terms of the extent to which they could adequately substi-

tute for work sample measures.

Indeed, this represents the prevailing manner in which knowledge

tests are viewed. Foley (1977) reviewed findings from several studies

employing job Knowledge and job performance tests in maintenance jobs and

concluded that the correlations between such measures were not suffi-

ciently high to warrant substituting knowledge tests for work samples.

Vineberg and Taylor (1972b) compared job knowledge tests and job sample

tests in four Army occupations and found sutficiently high correlations to

justify their conclusion that (p. 19) "job knowledge tests can be appro-

priately substituted for job sample tests, when a job contains little or

no skill components and when only knowledge required on the job is used in

the test."

Despite the apparent reasonableness and seductive simplicity of the

substitutability approach, it rests on assumptions that cannot be proven

and may not always be justified. It is difficult to argue with the propo-

sition that work sample measures represent the most appropriate standard

when the job can be easily represented, tested and scored in a work sample
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mode. Vineberg and Taylor (1972b, p. 17) suggested that: "Where job per-

formance relies almost solely on a skill, job sample tests, or some other

variety of performance measure, are essential." Yet these authors noted

that, where knowledge is an important part of the job, both knowledge

tests and performance tests are appropriate. To use their example, a

knowledge test is better suited to assess an automobile driver's knowledge

of driving rules and road signs than is a performance test. Unless there

is clear evidence that a work sample test can adequately cover all as-

pects of job performance, one cannot rule out in advance the possibility

that a knowledge test may provide a unique, valid contribution to an over-

all assessment of an incumbent's job proficiency.

Such a perspective has clear implications for how we look at rela-

tionships between scores on work sample and knowledge tests. The correla-

tions we obtain do not tell us how well the knowledge test score

approximates the "true score" recorded on the work sample test; neither

type of test can be presumed in advance to provide a perfectly accurate

representation of truth. However, we can examine the correlations in the

context of what we know about the jobs being tested and what we know about

the strengths and weaknesses of the tests themselves to determine whether

our expectations about the degree of interchangeability of each type of

measure are confirmed and, if not, what kinds of revisions might be

needed, either to our measures so that they might better fit our expecta-

tions, or to our expectations themselves. The information might not be

so neatly interpretable as it would be if we were using the

substitutability approach, but it is no less valuable.

A relatively small number of investigations have examined the rela-
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tionship between work sample and knowledge measures. Several of these

were noted in an article by Hunter (1983), who was examining the contribu-

tion of job knowledge, work samples and ability to performance ratings.

Hunter found an average correlation of .67, corrected for attenuation,

between work sample and knowledge measures. Without correction for

attenuation, the average correlation was .52. This review contrasts dra-

matically with that conducted by Foley (1974), who found uncorrected cor-

relations ranging from .10 to .55 in maintenance jobs.

The evidence indicates that there is a substantial relationship be-

tween work sample and knowledge measures, although the relationship is an

imperfect one. The evidence also shows substantial variability in the

results obtained. This variability might be attributed to a variety of

factors, including statistical artifacts. One purpose of the present

investigation was to examine the extent to which type of work sample meas-

ure and type of occupation account for the variability observed.
.

Asher and Sciarrino (1974) identified two types of work sample tests:

Motor and verbal. These were defined as follows (p. 519): "A work sample

was identified as "motor" if the task was a physical manipulation of

things, as for example, tracing a complex electrical circuit, operating a

sewing machine, making a tooth from plaster, or repairing a gear box. A

work sample test was classified as "verbal- if there was a problem situa-

tion that was primarily language-oriented or people-oriented."

If we refine Asher and Sciarrino's definition slightly and focus only

on those verbal work samples that are primarily language-oriented, it is

readily apparent how their distinction between the two types of work sam-

ples would be important when considering correlations between job knowl-
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edge and work sample tests. A motor work sample test differs from a job

knowledge test in two ways: only the job knowledge test is verbal and

only the work sample requires actual task performance. Only the latter

difference applies when the work sample is itself verbal. Thus, corrula-

tions with written tests should be higher for verbal than for motor work

samples.

Vineberg and Taylor (1972b) have suggested that the distinction be-

tween knowledge and skill is critical with respect to expectations regard-

ing correlations between knowledge and work sample measures. They noted

that skill, unlike knowledge, can only be acquired through practice, and

identified four major skill categories: Perceptual, motor, cognitive

and social. Job knowledge tests are presumably best suited to measure job

-p.. knowledge; work sample tests are presumably best suited to measure job

skills. F~or those jobs in which task requirements can be reduced to job

knowledge, the correspondence between the two types of measures should be

high; for those jobs in which skill is an important requirement, the cor-

respondence should be lower.

A direct test of Vineberg and Taylor's (1972b) thesis would be diffi-

cult, requiring knowledge about the spe cific skill requirements of each

job. Some preliminary work is being done in Project A to examine the

relationship between the judged skill requirements for a particular task

and the relationship between work sample and job knowledge tests for that

task, but the relevant data analyses for that effort are not yet complete.

In the meantime, a grouping of jobs based on underlying cognitive require-

ments, which may provide some indication of the skills needed for these

jobs, is available.
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The Armed Services Vocational Aptitude Battery (ASVAB) is composed of

a set of cognitive tests used in the selection and placement of applicants

for military service. Al Aptitude Area composite defines a group of such

tests which optimally predict training performance in a specified set of

Army occupational specialties. McLaughlin, Rossmeissl, Wise, Brandt and

Wang (1984) recently determined that four composites were essentially

sufficient for grouping jobs on the basis of aptitudes measured by the

ASVAB. These composites were labelled: Clerical, skilled technical,

operations and combat. They served as a basis for the present exploratory

investigation of the effect of type of occupation on relationships between

work sample and knowledge tests.

Past findings have been systematically summarized to determine the

appropriate context in which Project A findings should be evaluated.

-Meta-analytic procedures described by Hunter, Schmidt and Jackson (1982)

have been used to examine overall relationships between work sample and

knowledge tests and relationships within specific occupational groupings.

The Army's Project A is unique in terms of the variety of occupations for

which work sample and knowledge tests have been systematically developed.

Because the same test development methods have been applied consistently

across occupations, this project offered an unprecedented opportunity to

consider the replicability of relationships suggested by earlier investi-

gations. Major discrepancies between Project A and earlier findings pro-

vided a basis for examining both Project A procedures and earlier

investigations to identify possible explanations for such discrepancies.

In order to compare the findings from this project to findings from

previous efforts, we needed some procedure for cumulating both sets of
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findings. Hunter, Schmidt and Jackson (1982) have cautioned against draw-

ing inferences concerning apparent discrepancies in findings drawn from

accumulated studies without subjecting such findings to prescribed

meta-analytic techniques designed to identify and control for statistical

artifacts which might account for such discrepancies. We have in this

effort used such procedures to examine whether there is a basis for iden-

tifying a moderating variable which might explain the apparently

discrepant correlational findings previously observed. We have used simi-

lar procedures to compare correlational findings across different occupa-

tions in Project A. Finally, we have used these methods to compare

findings between Project A and previous efforts and, as appropriate,

cumulate findings across both.

Met hod

Literature Review

Identifying Sources. An intensive search was conducted to identify

all investigations which provided comparisons between work sample and

knowledge measures. Certain criteria were applied before an investigation

could be included in this review. First, the availability of a Pearsonian

correlation coefficient or equivalent measure for the between-methods

comparison was required. This criterion resulted in the exclusion of one

investigation (Grings, 1953), which reported a rank order coefficient.

Second, investigations which intentionally manipulated score variability

* by special training procedures were eliminated. This criterion also re-

sulted in the exclusion of one investigation (Osborn & Ford, 1977). A

* - third source (Saupe, 1955) was not obtained in time to be included in this

review. Since the sum of the sample sizes for the three excluded inves-

.e
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A tigations was 113, the impact of these exclusions was minimal.

The literature review identified 14 investigations reporting 19 sepa-

rate comparisons, with a total sample size of 4151. These findings are

shown in Table 1. Ten of the 19 comparisons shown were summarized by

Hunter (1983). Some investigations used multiple measures of the same

type (job knowledge or work sample) and some used multiple samples.

Correlational and reliability values shown represent mean values when

multiple values were reported.

All reliability estimates reported for work sample or job knowledge

tests were of the internal consistency type. Each was derived using one

of the following types of computational techniques: Coefficient alpha,

Kuder Richardson formula 20 (KR-20) or split half.

Correlations with months on the job partialled out were used when

available, otherwise zero-order correlations were used. For only Lour

comparisons, those reported by Vineberg and Taylor (1972a, b), were both

zero-order and partial correlations available. In those cases (as noted

by J. E. Hunter, personal communication, July 10, 1985), the extreme

variability in subject time on the job (from one month to over 20 years)

relative to mean time spent on the job (the majority of examinees had been

on the job less than 15 months) presented a unique circumstance which

dictated the use of the partial correlation to maximize comparability with

other investigations.

Cumulating Findings. Hunter, Schmidt and Jackson (1982) have recom-

mended a specific set of procedures for combining correlational findings

acrcss studies. These procedures will be summarized here, withi comments

regarding the manner in which these procedures were applied in this
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Table I

6cra Sacple and Knowledge Tests: Previous Results

Sample Reliability Correlations

Authors Occupation Size r r r r
-kk -ww -kwl "kw2

Schoon (197) Medical Laboratory Worker 160 91 95 72 77

Vineberg and Taylor (1972b) Supply Specialist 380 92 - 65 80

van Rijn and Payne (1980) Firefighter 210 78 77 62 80

Lampbeii et al. (1973) Cartographer 443 88 49 52 79

Vineberg and Taylor (1972b) Cook 366 84 -- 50 65

(ineoerg and Taylor (1972b) Armor Crewman 368 81 4 49 65

.ineberg and Taylor (1972b) Armor Repairman 360 76 -- 49 67

torts et ai. (977) Customs Inspector 186 67 80 49 67

Maier k1982) Infantry Rifleman 193 -- - 44 57

Livingston (197b) Radiologic Technologist 140 - 2 55

U'Leary and Trattner (1977) Tax Investigator 292 64 78 41 58

Tractner, et al. k1977) Claims Examiner 233 81 72 34 45

Evans and Smith (1953) Electronics Technician 57 81 44 34 57

.illiams and Whitmore (1959) Electronics Maintenance 189 92 88 33 37

Lrowder, et al. (1954) Radar Mechanic 119 -- 69 33 42

tnge! and Kehder (1970) Vehicle Mechanic 30 91 82 27 31

Maier (1982) Automotive Mechanic 131 -- -- 26 34

browrm, et al. (1959) Field Radio Repair 235 83 70 20 26

Maier (1982) Ground Radio Repair 59 -- -- 12 16

Note. Table partially adapted from tables presented in "A Causal Analysis of Cognitive Ability, Job

Knowledge, Job Performance, and Supervisor Ratings," by J. E. Hunter, 1983. In T. Landy, S. Zedeck

and J. Cleveland (eds), Performance Measurement and Theory, Hillsdale, NJ: Lawrence Erlbaun, pp.

260-261. Reliabilities shown for the Campbell, et al. (1973) investigation were based exclusively

on this source; all other data have either been independently verified or obtained from other

sources.

Explanation of terms:

kk - Reliability of job knowledge test

r - Reliability of work sample

Sk - Unadjusted correlation between knowledge test and work sample

1 *2 - Uorrelation adjusted for attenuation
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4' review.

The first step involves correcting three sources of error from indi-

vidual investigations: Sampling error, error of measurement, and range

restriction. The correction for sampling error was applied in this review

and raised no apparent problem. The correction for error of ibeasurement

deserves some comment. Three types of reliability indices are available

for measuring error of measurement: Interrater, test-retest, and internal

consistency. None of these is entirely adequate with respect to work

sample proficiency testing. Interrater reliability addresses only error

'p. associated with scorer behavior. Test-retest reliability is easily con-

taminated by memory associated with earlier responses and learning occur-

ring between testing sessions. Internal consistency reliability is most

appropriate when the objective is to measure factorially pure traits and

items are mutually independent. The factorial purity of work sample pro-

ficiency tests will vary according to the content of the job and item

independence will be violated when an examinee's failure to perform the

initial steps of a task make it impossible for that examinee to perform

the final steps as well.

Internal consistency indices are those typically reported in the

literature for both work sample and job knowledge tests. This review will

A examine correlations corrected using such indices, recognizing that

uncorrected coefficients are underestimates of the true relationship, but

uncorrected coefficients will be carefully examined as well because the

p. corrected coefficients are likely themselves biased by an error component

that cannot be effectively quantified.
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A systematic correction for range restriction has not been attempted

in this review. Such corrections are not typically performed when the

proficiency measures are both designed for and administered to a job

incumbent population. This does not mean that such a correction would be

necessarily inappropriate for obtaining the information sought here.

Variations in selection standards across investigations may well have

impacted upon the range of ability in the samples tested in such a way as

to contaminate the correlational findings. However, the information

needed to systematically examine the impact of range restriction upon such

findings was not available in the investigations reviewed.

The adjustments to correlation coefficients to compensate for error

of measurement can be accomplished in one of two ways. If each correla-

tion can be individually adjusted, then that is the recommended procedure.

If there is missing data with respect to reliability or range restriction

in any of the reported investigations, then Hunter et al. (1982, pp.

74-87) recommend using information on the distribution of these variables

in formulas which they have provided to correct the overall mean and stan-

dard deviation of the correlations.

The use of distributional artifact data rather than artifact data

from individual investigations does have one limitation. If error of

measurement is not randomly distributed but is instead positively or nega-

tively associated with the magnitude of uncorrected correlations, use of

distributional data may produce a substantial underestimate or

overestimate of the variance of the corrected correlations. For this

reason and to enhance the comparability of computations made on literature

review data, where some artifact values were missing, with computations
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* made on Project A data, where no artifact values were missing, a modifica-

tion to the Hunter et al. (1982) approach was used here. For each missing

* value, the mean value reported for that variable in investigations where

data was available was inserted. Each correlation was then individually

corrected using either available artifact data or the substitute mean

value. Mean reliability values used for individual corrections were .83

for job knowledge tests and .71 for work sample tests.

Once all reasonable steps have been taken to remove error, an average

correlation coefficient can be computed. Hunter, et al. (1982) suggest

that the variance across studies be analyzed before any search for modera-

tor variables is initiated. Only if the variance, appropriately cor-

rected, is positive and substantial is a search for moderator variables

warranted. If moderator variables are suspected, then correlations can be

grouped accordingly and corrected variances and correlations examined

within the new groupings.

Work Sample Categories. Using a modified version of Asher and

Sciarrino's (1974) distinction, work samples in each investigation re-

viewed were classified as motor or verbal based on the description of the

work sample provided. If a work sample consisted of both motor and verbal

elements, the classification was based on which type of element was pre-

dominant.

Occupational Categories. The Army occupations that corresponded to

the clerical, skilled technical, operations and combat groupings were

identified in the report by McLaughlin, Rossmeissl, Wise, Brandt and Wang

(1982). The Occupational Conversion Manual (Department of Defense, 1982)

was used to identify Army equivalents to non-Army jobs, then the non-Army
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jobs were similarly grouped.

In the combat grouping, because of the relatively large number of

investigations available, examination of a further distinction was possi-

ble. The combat cluster identified in the McLaughlin, et al. (1982) re-

port consolidated four clusters identified in earlier research: Combat,

field artillery, general maintenance and electronics repair. Some early

clustering work by R.G. Hoffman which differentiates jobs on the basis of

judgments of similarities of performance requirements (personal communica-

tion, April 18, 1985) provided some indication that the distinction be-

tween combat and field artillery may not be a clean one; accordingly, the

two combat arms sub-clusters were combined here for comparative purposes.

The Hoffman work did maintain electronics repair as a separate cluster;

accordingly, the combat cluster was subdivided into combat arms and elec-

tronics repair categories for purposes of the present investigation. Since

only one (van Rijn & Payne, 1980) of the investigations reviewed exam-

ined an occupation falling within the general maintenance sub-category,

that classification was ignored in this review. As with the other classi-

fication assignments, the McLaughlin (1982) data and the Occupational Con-

version Manual (Department of Defense, 1982) were used to determine the

appropriate sub-category for each job in the combat cluster.

Project A

Occupations Covered. Work sample and job knowledge measures were

developed for nine military occupational specialties. These specialties

were selected to be as representative of the full set of Army MOS as pos-

sible, to represent important Army MOS, and to be sufficiently large to

allow longitudinal comparisons of predictor and performance measures. To
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insure representativeness, various means of grouping MOS were considered.

These groupings consisted of the Army Is administrative divisions, known

as Career Management Fields (CMF), a grouping based on cognitive

predictors, known as Aptitude Areas, and a grouping based on judgments of

similarity of job conduct, which is described in Rosse, Borman, Campbell,

and Osborn (1983). The MOS were chosen to cover as many components of

A each as possible. The MOS selected were infantryman (11B), cannon crewman

(13B), tank crewman (19E), radio teletype operator (31C), vehicle mechanic

(63B), motor transport operator (64C), administrative specialist (71L),

medical specialist (91A) and military police (95B).

Tasks Covered. Both work sample and knowledge tests were designed to

cover discrete components of Army jobs known as tasks. Experience sug-

gested that 30 tasks per job would provide reasonable job coverage. It was

determined that, for field test purposes, 15 tasks would be tested in a

work sample mode and all 30 would be tested in a knowledge mode. That

would equate to approximately four hours testing time per individual sol-

dier for both the work sample and knowledge tests.

Since a given job may have as many as several hundred tasks, some

* procedure was needed to identify that set of 30 tasks which would best

represent the overall domain. The first step needed was to identify those

E. tasks which constituted the domain. This involved consulting Army sources

of task information, reconciling these sources with one another, and

'S verifying the tentative task domain thus derived with Army subject matter

experts for a particular MOS.

The next step required was to reduce the total task domain to a list

of 30. This reduction was based on a specified set of criteria. First,
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the tasks needed to broadly cover the content of the job. Second, the

tasks should be the relatively more important ones. Third, the tasks

each of these criteria were obtained from Army subject matter experts.

Frequency of task performance was also considered; such information was

obtained from official Army sources. Information on task clusters based

on similarity of performance requirements, task importance, task perform-

ance variability and task frequency was then considered by project staff

and, in some cases, by Army subject matter experts, who, using a modified

% Delphi procedure, reached consensus on the 30 tasks to be tested per MUS.

Where Army subject matter experts were not involved in the task selection

process, the outcome of the process was reviewed by representatives from

the Army proponent agency, who provided concurrence with the tasks se-

lected. _ _ _

Test Development. Fifteen of the 30 tasks were selected for work

1p sample testing based on such factors as number of cued steps and degree of

skill required. Available Army reference materials were used to determine

steps involved in performing each task. Work sample tests were developed

to score the soldier on whether each such step was correctly performed.

Knowledge tests were developed to test the soldier on content drawn from

the same reference materials. After preliminary versions of the work

sample and knowledge measures had been developed, they were administered

to approximately five soldiers in each MOS by four non-commissioned ofti-

cers (NCO). Based on observations from this pilot test, including feed-

back from the NCO and soldiers, tests were revised and prepared for field

testing.
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Field Tests. The field tests were designed as a large scale testing

of the measures developed to determine what final revisions were needed

before the measures were used as criteria for the predictor measures de-

veloped in this project. First term soldiers, for whom the tests were

developed, participated in the field tests. The minimum length of service

for any examinee was 10 months; the maximum length was 36 months. In no

occupational specialty did the range of experience, from minimum to maxi-

mum length, exceed 17 months. The number of soldiers tested, and the

testing locations, are shown in Table 2. ob knowledge tests, consisting

of 3 to 16 items per task, were administered by project staff. Work sam-

ple administration was supervised by project staff; actual scoring of work

sample measures was executed by NCO familiar with the task content and

trained in scoring procedures. Number of work sample task steps varied

from 4 to 124; only one task exceeded 52 steps.

Results

Literature Review

Table 3 shows the results of using meta-analytic procedures to review

the findings on correlations between work sample and job knowledge tests.

Moderately high correlations were obtained for both types of work samp les,

with correlations based on verbal work samples exceeding those based on

motor work samples. When and only when correlations were corrected both

for sample size and attenuation was there evidence that the variability of

correlations within work sample category was less than the variability

overall.

Table 3 also shows the impact of grouping the investigations which

used motor work samples by occupation. only three of the four major occur-
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Table 2

Soldiers by MOS by Location

Moss

LOCATiON TOTAL

IB 13B 19E 31C 63B 64C 71L 91A 958

Fort Hood 48 42 9U

Fort Lewis 29 3U 16 13 24 112

Fort Polk 30 31 26 26 60 30 42 245

Fort Riley 30 24 26 29 21 34 30 194

Fort Stewart 31 30 23 27 21 132

USAREUR 58 150 57 57 61 155 58 596

TOTAL 178 150 172 148 156 155 129 167 114 1369

Note. Date above are reproduced from "Criterion Reduction and Combination via a Participative
5-

Decision Making Panel" by J.P. Campbell and J.H. Harris, 1985. Paper presented at the

5%, Meeting of the American Psychological Association. Adapted by permission.

a11B - infantryman

138 - Cannon Crewman

19E - Tank Crewman

31C - Radio teletype operator

638 - Vehicle mechanic

64C - Motor transport operator

71L - Administrative Specialist

91A - Medical Specialist

95B - Military Police

bFort hood, TX; Fort Lewis, WA; Fort Polk, LA; Fort Riley, KS; Fort Stewart, GA;

USARiUR - Several military units within Germany
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Table 3

Previous Results Classified by Type of Hands-On Test and (for Motor)

Type of Occupation

Total r r-kwl --kw2

Investigations Sample Size r SD p r SD r

AAl1 4151 .46 .12 .61 .16

Verbal (Firefighter Supply

Specialist. Cartographer,

Customs Inspector, Tax

Investigator. Claims

Examiner) 17.4 .51 .10 .70 .12

Motor 2407 .42 .13 .54 .15

Motor: Operations (Cook,

Armor Repairman. Auto-

motive Mechanic,

Vehicle Mechanic) 887 .45 .07 .60 .11

Motor: Combat/Electronlcs 1220 .36 .10 .47 .15

Combat Arms (Armor Crewman.

Infantry Rifleman; 561 .47 0 .62 0

Electronics (Electronics

Maintenaance, Ground

Radio Repair, Radar

Mechanic, Electronics

Technician, Field

Radio Repair) 659 .27 0 .34 .05

Motor: Skilled Technical

(Medical Laboratory

Worker, Radiologic

Technologist) 300 .58 .14 .67 .09

Note. Explanation of terms:

-w - Correlation between knowledge and work sample test scores corrected-kwl

% for sapling error.

- Correlation between knowledge and work sampie test scores corrected
-kw2

for sampling error and attenuation.

SD - Adjusted standard deviation of reported investigations.-p
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pational groupings were represented; there were no previous motor work

sample investigations which examined clerical occupations. If the combat

category is viewed as two separate categories, combat arms and electron-

ics, then the correlational findings are round to be consistently high in

every occupation except electronics, and are found to be less variable

within specific occupational groupings than within the motor category

taken as a whole.

Project A

Table 4 shows means and standard deviations for both work sample and

job knowledge tests for each of the Project A occupations. Table 5 shows

the correlations obtained in each of the Project A occupations before and

after correction for attenuation as well as the reliability coefficients

used to make the corrections. Reliability coefficients shown are split

half (odd-even).

Table 6 shows overall Project A results and Project A results grouped

by occupational category. The variability vf correlations within each of

the occupational groupings was consistently less than the variability or

the "orrelations across all occupations. The correlations were clearly

% lowest in the skilled technical category; otherwise, there were no major

differences between groupings.

Combining Project A with Earlier Results

Table 7 compares Project A results with those reported in the litera-

ture and shows the impact ot pooling both sets or results together. Since

all Project A work sample tests lit the motor classitication, the comparl-

son is based entirely on investigations ot the same type.
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?able 4

Work Sample and Knovledte Test Means and Standard Deviations: Project A

Sample K..odya Test Work Saopie

Uccupstion Size H SD h SD

-'.

Motor Transport Operator 140 60.61 10.12 72.91 9.04

Infantryman 162 54.08 11.40 56.14 12.26

Administrative Specialist 126 59.13 10.75 62.11 9.91

Cannon Crewman 146 39.18 12.73 $4.53 13.96

Tank Crewman 106 60.56 10.85 57.13 8.35

Radio Teletype Operator 127 57.76 10.59 80.06 10.74

Venicle Mechanic 126 64.12 9.22 79.76 8.37

Medical Specialist 138 71.74 8.60 33.38 11.45

Military Police 112 64.70 9.01 70.77 5.75

OSample slse shown here represents number of soldiers for whom both knowledge test

and work sasple data were available. Sanple site showe is Table 2 represents

umber of soldiers for whom any date were available.

I-

.

I-'.
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Table 5

Project A Work Sample end Job Knowledge Correlations

Reliability Correlation

Occupationr r rkw -w2

Motor Transport Operator 61 59 59 98

infantryman 6 49 55 86

Administrative Specialist 71 6b 52 7t

Cannon Crewman 83 52 41 50

Tanx Crewman 76 56 39 60

Radio Teletype Operator 75 d4k 37 57

Vehicle Mechanic 67 49 31 54

Medical Specialist s0 35 21 40

Military Police 53 30 11 2b

Note. See Table I for explanation of terms.
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Table 6

PoetA Results Classified by Type of Occupation

Total w+ 2

Category Sample Size r S r SD.

Overall 1183 .39 .13 .62 .19

Lierical

(Administrative

Specialist) 12b .52 .76

Operations

(Vehicle Mechanic. Motor

Transport Operator,

Radio Teletype Operator) 393 .43 .10 .7j .1b

Combat

(infantryman, Cannon

Crewman, Tank Crewman) 414 .46 0 .67 .14

Skilled Technical

(Military Police,

Medical Specialist) 250 .17 0 .35 0

Note. See Table 3 for explanation of terms.
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Table 7

Combining Project A with Other Results (Motor)

Sample Size rkw--kw2

Category Previous Project A Total r r r SD r r r SD

" Overall 2407 1183 3590 .42 .39 .41 .13 .54 .62 .57 .17

Clerical - 126 126 - .52 .52 - - .76 .76

Operations 687 393 1280 •.5 .43 .45 .08 .60 .71 .63 .15

Combati

Electronics 1220 414 1634 .36 .46 .39 .09 .47 .67 .52 .17

Combat Arms 561 414 975 .47 .46 .47 0 .62 .67 .64 .09

• Electronics 659 -- 659 .27 - .27 0 .34 -- .34 .05

Skilleo

Technical 300 250 550 .58 .17 .39 .22 .67 .35 .48 .17

5. Note. Explanation of new terms (see Table 3 for additional explanation):

r - Mean correlation from earlier (other) investigations.

Y - Mean correlation from Project A.
a

F - Mean correlation from combined set of investigations (Project A and other)
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Before correction for attenuation, Project A correlations were some-

what lower than those reported earlier; after correction, Project A corre-

lations were somewhat higher. When individual occupational groupings were

considered, the greatest difference between the Project A results and

those from the literature was found in the skilled technical category.

Here, the correlations found in the literature were relatively high; those

* found in Project A were exceptionally low. If combat arms and electronics

are combined as a single combat category, correlations found in the lit-

erature in this category appear relatively low; if they are viewed as

separate categories, then the Project A and literature findings with re-

spect to combat arms are highly consistent. Variability by category isI not consistently reduced from overall variability, although in no case

does variability within a category exceed overall variability.

Discussion

Summary

The results, both of earlier investigations and of Project A, showed

a reasonably high relationship between work sample and job knowledge meas-

ures. The relationship was consistently positive, but the magnitude of

the positive relationship was sufficiently variable to merit examination

of possible moderator variables. The correlations for investigations

using verbal work samples tended to exceed those using motor work sam-

ples, suggesting that one should use caution in combining results from

the two types of research. Comparisons here have thus been made only

within the same work sample category.

The occupational categories explored in this effort are not presumed

to accurately represent the job factors which may influence the relation-
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ship between work sample and job knowledge tests. However, it was hoped

that they might represent a first step toward identifying such factors. In

V this sense, the effort seems to have met with some success. Use of the

categories did tend to reduce the dispersion of reported correlational

values, particularly when combat arms and electronics were treated as

separate categories. The distinction between operations and combat arms

categories seemed to have had little effect upon these correlations. The

results for the skilled technical category in Project A diverged sharply

from previously reported results in this category, a point that will re-

ceive more discussion shortly. Examination of reported findings in the

electronics category indicated that correlations there have been consis-

tently lower than in any category considered in this effort.

These trends must be interpreted with some caution. The number of

total investigations considered was not large; the number within any par-

ticular occupational grouping was considerably smaller. The adjustments

applied to the correlational coefficients are not purported to have to-

tally eliminated error; the adjusted correlations are still at best a

rough approximation of true correlational values. Uncontrolled differ-

* ences in tests, samples and occupations within each grouping may have

biased these results in some undetermined way.

Given these caveats, it is still of interest to explore what charac-

teristics of electronics maintenance jobs might contribute to lower corre-

lations between work sample and knowledge tests in this occupational

% grouping than in other groupings. A review of the descriptions of the

work sample tests in the electronics jobs revealed that one thing they all

had in common was a troubleshooting component which, in most cases, was
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the major or only part of the test. A typical troubleshooting task would

require the examinee to identify a malfunction; the examinee might then be

required to take corrective action. Essentially, the examinee was re-

quired to exhibit problem solving behavior in an equipment-intensive en-

vironment. Apparently, the ability to perform well on such a task was not

highly related to the knowledge tested on a comparable written test.

Perhaps no written test can tap such an ability particularly well.

The correlational findings in the electronics category are particu-

larly interesting when considered in the context of Vineberg and Taylor's

(1972b) thesis that correlations would be lower in highly skilled than in

relatively unskilled occupations. Vineberg and Taylor (1972b) have al-

ready analyzed selected occupations in the combat arms (armor crewman),

operations (cook, armor repairman), and clerical (supply specialist) occu-

pations and determined that the skill requirements in these occupations

were low. A systematic analysis of the skill requirements in representa-

tive occupations in the electronics category would appear to be an appro-

priate next step. The proposition that this occupation may have greater

-' skill requirements than clerical, operations or combat occupations and

that such skill requirements may limit correlations between work sample

and job knowledge measures is both sufficiently intriguing and suffi-

-. ciently plausible to merit direct investigation.

Project A Contributions

What are the contributions from Project A to the overall literature

on relationships between work sample and job knowledge tests? Thus far,

Project A data has reinforced earlier findings showing high positive rela-

tionships between work sample and job knowledge tests overall and in most
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occupational categories. It has strengthened the evidence showing varia-

bility across all findings and showing that such variability may be some-

what reduced when findings are classified by occupational category. It

has identified the skilled technical category as one for special study

because of some unexpectedly low relationships observed in this occupa-

tional grouping.

Those are the contributions thus far. When Project A is complete, it

will have provided substantially greater stability to any judgments that

S are made regarding relationships between job knowledge and work sample

tests. Given current plans and barring unforeseen circumstances, the

majority of the examinees on whom data on relationships between the two

types of measures are at that time available will have been tested in

Project A.

Implications for Project A

What are the implications of these findings for Project A? The re-

sults from the literature define a context in which Project A findings

might be evaluated. Consistency with past findings, while not necessarily

a guarantee that Project A measures were competently developed and tested,

Ndoes at least diminish the likelihood that Project A developmental proce-

dures went seriously astray from accepted practice. Divergence from past

-~ findings would not necessarily demonstrate deficiencies in Project A meas-

ures but would suggest the need for explanation.

In general, the pattern of correlations found in Project A was simi-

lar to the pattern found in previous investigations. The discrepant find-

ings in the skilled technical occupational category clearly need some

explanation. Also, the differential impact of the adjustment for
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attenuation requires examination. These issues we shall address now.

Skilled Technical Findings. Why should the Project A results in the

skilled technical occupational grouping have been particularly discrepant

-~ from previous findings obtained in this category? Do the results suggest

aberrations in Project A test developmental procedures with respect to the

relevant occupations? Since the same developmental procedures were fol-

lowed for these occupations as for others in which no major discrepancies

were apparent, the explanation would appear to be elsewhere.

it was noted earlier that restriction in range may have different-

ially affected correlational findings, although sufficient data to

correct for such restriction was not available in the investigations re-

viewed. Examination of the samples tested in Project A relative to those

tested in earlier investigations involving skilled technical occupations

does suggest that differential selection standards had been applied. All

examinees in Project A had to achieve qualifying scores on the Armed

Forces Qualifying Test (AFQT) and one or more aptitude composites. Both

the AFQT and the aptitude composites are composed of subtests from the

Armed Services Vocational Aptitude Battery, a general cognitive test.

Screening processes produced means on the AFQT that were higher in the

Project A skliled technical specialties, military police CM = 64.80) and

medical specialist (M =59.61), than in any of the other Project A

occupations examined.

Comparable data was not available on examinees in the two

S investigations from the literature review that involved occupations

classified as skilled technical, but the information that was available

did not suggest that the subjects sampled were either highly selected or
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particularly homogeneous in terms of ability. In the Schoon (1979) pro-

ject, medical technologists tested had widely varying backgrounds and

current working assignments, sharing only the distinction of meeting eli-

gibility requirements for admission to a specified proficiency examina-

tion. The authors reported substantially higher standard deviations on

the work sample for these individuals than for a pre-test group of indi-

viduals who had graduated from an accredited medical technology program.

In the Livingston (1978; Education Testing Service, 1977) effort, both

credentialed and non-credentialed radiologic technologists were included

in the total sample. When the results pertaining only to credentialed

radiologists were examined, the uncorrected correlation between work sam-

ple and knowledge tests dropped from .42 for the overall sample to 0 for

the restricted sample.

Attenuation Adjustment. The disproportionately large impact of the

adjustment for attenuation upon Project A correlations simply reflects

the fact that the Project A reliabilities used in the adjustment for

attenuation were lower than the reliabilities generally found in the lit-

erature. Work sample reliabilities found in the literature, weighted

according to sample size, averaged .71, compared to .53 for the work sam-

ples used in Project A. Job knowledge test reliabilities reported in the

literature averaged .83; job knowledge reliabilities used for Project A

attenuation corrections averaged .73. It has already been suggested that

internal consistency reliability estimates may have some limitations,

particularly with respect to work samples. Nevertheless, the question

remains, why were the Project A reliability estimates shown here below

those typically found?
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Part of the answer is that, while estimates reported in the litera-

ture were based on complete tests, Project A results were not. The com-

parison between work sample and job knowledge measures in Project A was

based on only 15 tasks. Job knowledge tests were also developed for an

additional 15 tasks. Ultimately, a 30-task test will be generated based

on the 15 tasks for which both types of measures have been developed and

the 15 tasks for which only job knowledge tests have been developed. A

reliability estimate based on the 15 tasks used for comparing work sample

and job knowledge measures was the appropriate basis for correcting corre-

lations generated from this comparison. However, a better estimate of the

reliability of the 30 task job knowledge tests, obtained using the

Spearman Brown formula, is .84 for the job knowledge tests, relative to

the .83 value reported in the literature. Using the same formula, it can

be estimated that the reliability of a 30-task w.rk sample test would have

been .69, relative to the .71 value reported in the literature.

A second factor to consider in comparing reliability estimates ob-

served in Project A with those reported in other investigations is the

nature of the tests on which those estimates were based. Two different

strategies were available in developing these tests. Developers could, on

the one hand, attempt to measure every major job dimension. This was the

strategy adopted in Project A. Clusters of tasks were identified and

tests developed to measure one or more tasks in each such cluster. The

approach tends to maximize job coverage but also to produce relatively

heterogeneous tests and depressed estimates of internal consistency. The

other approach would be to build tests around a relatively few job dimen-

sions that are judged to be central to a given job. This is the approach
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that was typically taken in the investigations reviewed here. For exam-

ple, Trattner, et al. (1977) built an entire work sample for claims exam-

iners around a standardized claim to be adjudicated by the examinee. Based

on the examinee's performance, scores were generated in five duty areas.

This strategy tends to yield a more homogeneous test and, accordingly, a

higher estimate of internal consistency than the Project A approach.

In the skilled technical category, a third factor which may have

differentially affected Project A reliability estimates and those trom

other research efforts is restriction in range. The basis for suspecting

differential restriction in range in this occupational category has al-

ready been discussed. It is noteworthy that the lowest Project A work

sample and job knowledge test reliabilities were found in a skilled tech-

nical occupation, military police.

The final factor to be considered in comparing Project A reliability

estimates with those reported in the literature is that the Project A

estimates were based on draft measures while estimates reported in the

literature were based on the final versions of the measures developed.

Revisions have since been made to the Project A measures based on the

field test data; the reliability of the revised measures remains to be

determined.

Summary. We have examined the relatively few discrepancies between

Project A results and findings from earlier investigations in an attempt

to determine why these discrepancies might have occurred. This examina-

tion did not suggest any serious deficiencies in Project A measures, but

we have not been complacent about these measures. Further refinements, to

be briefly described shortly, have been made.
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What other implications do these findings have for Project A? Criti-

cal to the final development of Project A criterion composites is the

question of interchangeability of work sample and job knowledge tests. If

these two types of measures are perfectly related, then one or the other

is superfluous. In general, the Project A results in conjunction with the

results of other investigations suggest that that is not a realistic ex-

pectation. Within most occupational groupings, reasonably high correla-

t ions are possible, but enough variance remains unaccounted for to

indicate that the measures are not totally interchangeanle. Interesting-

ly, Project A did generate one uncorrected correlation, for motor trans-

port operator, that was sufficiently close to the reliabilities of the

knowledge and work sample measures to suggest the possibility of

* interchangeability. However, it would be placing too much confidence on

both the reliability estimates and the correction using such estimates to

firmly assert at this time there was enough evidence to use either test

alone and drop the other.

The question of how to optimally combine Project A work sample and

job knowledge tests has not yet been finally resolved. The next stage in

Project A, involving concurrent administration of predictor and criterion

p measures, has already begun. Based on presently available data, it seems

imprudent to reduce either work sample or job knowledge tests any more

~i~1 than necessary. Thus, the strategy in terms of additional development

work for the concurrent validation has been to retain the best aspects of

both types of measures to the extent possible. Work sample tests have

been generally maintained in their entirety. Job knowledge tests, which

occupied a four-hour time block for the field tests but must fit into a
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two-hour block for the concurrent validation, have been reduced by

deleting those items which appear to be most expendable, whether because

of low discriminability, low reliability, or some other negative indicator

or combination of indicators. Only very infrequently have tests of entire

tasks been deleted. Thus, the concurrent validation will offer an addi-

tional opportunity to examine the relationship between job knowledge and

work sample measures, with the advantages of a larger subject pool and

more refined job knowledge tests but with the disadvantage that the knowl-

edge tests will be shorter. When the concurrent validation data has been

collected, more precise conclusions about the appropriate mix or work

sample and job Knowledge tests in a criterion composite will be drawnl.
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DEVELOPMENT OF COGNITIVE/PERCEPTUAL MEASURES:
SUPPLEMENTING THE ASVAB

Introduction

The purpose of this paper is to (I) summarize the activities

surrounding the development of cognitive ability measures that

supplement or provide information about Army applicants'

abilities not currently tapped by the Armed Services Vocational

Aptitude Battery, or ASVAB; (2) describe the measures developed

and the constructs they are designed to tap; (3) describe the

psychometric qualities and characteristics of the new measures;

and (4) report decisions made about which measures to include in

the Trial Battery (administered during Summer and Fall 1985).

Before describing the new tests, we first examine the

content of the current military selection and classification

battery, the ASVAB, and then provide a brief review of the

process involved in identifying the constructs for inclusion in

the Pilot Trial Battery. As noted above, the purpose for

designing these new measures is to assess those cognitive

abilities not currently tapped by the ASVAB. Briefly, this

battery contains ten subtests. Scores on four of these are used

to calculate the Armed Forces Qualification Test (AFQT) score for

selection purposes. Scores on the ten subtests are used in

different combinations to determine applicants' qualifications

for different military occupational specialties (MOS). Drawing

from results of a factor analysis of the ASVAB , the battery
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assesses verbal ability, speeded performance, quantitative

ability, and technical knowledge (Kass, Mitchell, Grafton, &

Wing, 1982).

As previously described (Peterson, 1985), the process of

identifying and developing new measures to supplement the ASVAB

began with a review of the cognitive abilities domain. This

included a literature search through available computerized data

bases, current journals, military bibliographies, test manuals

and so on to locate information about cognitive ability

constructs. This information was used to impose structure on the

cognitive ability domain (i.e. establish a cognitive/perceptual

abilities taxonomy) and then to examine and summarize validity

data for the different types of ability constructs.

Next, the resulting cognitive ability taxonomy was used to

identify important constructs for inclusion in the expert

Judgment task. Again, the constructs included in that activity

and resulting validity estimates have been described by Peterson

(1985). These data were then used to prioritize our measurement

IL development efforts for the Pilot Trial Battery. (The Pilot Trial

Battery is the term used for the battery of experimental tests

administered at Fort Carson, Fort Campbell, Fort Lewis, and Fort

Knox. This battery includes twelve paper-and-pencil measures,

ten cognitive and two non-cognitive, and ten computerized

measures, seven cognitive perceputal and three psychomotor.) A

copy of the prioritized list of constructs is provided on Table 1.

381



Table I

Cognitive/Perceptual Construct Prioritized Test Development Lista

Priority Cognitive Construct

1 Spatial Visualization - Rotation & Scanning

Paper- 2 Spatial Visualization - Field Independence
and-

Pencil 3 Spatial Orientation

4 Induction - Figural Reasoning

5 Reaction Time - Processing Efficiency

Computer 6 Memory - Number Operations

7 Memory - Short Term Memory

8 Perceptual Speed and Accuracy

aNote that Movement Judgment was not included in Prioritized
Construct List.
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Determining the Method of Administration

After identifying the target constructs for test development

purposes, we then focused on determining the method of

administration for each. Rosse (1985) has noted the various

constraints and issues surrounding the development of

computerized tests. Factors impacting on the decision to develop

paper-and-pencil versus computerized tests include the following:

- Administration requirements of target constructs. For

example, to assess reaction time on simple or more complex

tasks adequately, computer administration is a necessity.

Hence, those constructs that involve a reaction time

component, such as Simple and Choice Reaction Time, were

slated for computerized administration.

- Ease of adapting paper-and-pencil measures to the computer.

For example, some test items such as the space visualization

or figural reasoning items pose problems In transferring the

graphics from paper-and-pencil format to the computer.

- All computerized tests must be self-administering. Thus,

for each computerized test, instructions must clearly

explain the required task while ensuring that verbal ability

or reading level requirements remain at a moderately low

level.

- Practical test administration issues. Test administration

time as well as equipment availability also guided the

selection of measures for computer administration. Because
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of these limitations, not all cognitive tests could be

administered via computer. Hence, we identified measures of

constructs that by definition require computer

administration and measures of constructs that address basic

research questions about computer-administered tests.

Given the above considerations, we determined that measures

of spatial visualization, spatial orientation, and induction

would be assessed via paper-and-pencil. Measures of the

remaining four constructs (as seen in Table 1) would be assessed

via computer. These include measures of Reaction Time,

Perceptual Speed and Accuracy, Number Memory, Short Term Memory,

and Movement Judgment.

Because issues related to test development vary somewhat for

the two modes of test administration, we first describe the new

paper-and-pencil measures and then describe the computer tests

designed for the Trial Battery. We begin with a description of

the target constructs for the paper-and-pencil measures and focus

on the issues in test development.

Paper-and-Pencil Measures: Construct and Test Descriptions

Table 2 contains a list and description of the newly

developed paper-and-pencil measures included in the Pilot Trial

Battery. Note that the tests are listed by construct. The

constructs and target criterion performance behaviors predicted

by each are described briefly below.

384
6

I.



Spatial Visualization--Rotation

This involves the ability to mentally restructure or

manipulate parts of a two- or three-dimensional figure. It serves

as a potentially effective predictor of success in MOS that

involve mechanical operations, construction and drawing or using

maps. The two tests developed to measure this construct include

Assembling Objects and Object Rotation.

Spatial Visualization--Scanning

This includes the ability to visually survey a complex field

and to find a pathway through it. According to our expert judges,

measures of this construct are potentially effective as

predictors of success for Army MOS involving electrical or

electronics operations, using maps in the field, and controlling

air traffic. The two measures designed to assess this construct

include the Path Test and the Maze Test.

Spatial Visualization--Field Independence

This includes the ability to find a simple form when it is

hidden in a complex pattern. This type of measure is expected to

predict success in MOS that involve detecting and identifying

targets, using maps in the field, planning placement of tactical

positions, air traffic control and troubleshooting operating

systems. The Shapes Test was developed to measure this construct.

Spatial Orientation

This represents the ability to maintain one's bearing with

respect to points on a compass and to maintain appreciation of
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one's location relative to landmarks in the environment.

Conceptualization of this construct first appeared during World

War 11 in the Army Air Forces Aviation Psychology Program

(Guilford & Lacey, 1947). Dr. Lloyd Humphreys, of the

Scientific Advisory Group for Project A, is particularly

responsible for emphasizing the usefulness of this construct to

us. Based on job observations that we conducted in the field,

measures of this construct are expected to be effective

predictors of success in a wide variety of MOS, especially those

combat MOS that include critical job requirements of maintaining

directional orientation using features or landmarks in the

environment. Three tests involving different orientation tasks

* were developed to assess this construct.

Induction-Figural Reasoning

This involves the ability to generate hypotheses about

principles governing relationships among several objects.

According to the panel of experts, measures of this construct are

effective predictors of success in MOS involving troubleshooting,

inspecting, and repairing electrical, mechanical or electronic

systems, analyzing data, controlling air traffic, and detecting

and identifying targets. Two tests involving different task
requirements were constructed to assess this construct.
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Issues in Test Development

Target Population

The population for these tests is the same one to which the

Army applies the ASYAB (i.e. persons making application to

enlist in the U.S. Army). This is, very generally speaking, a

population made up of predominantly recent high school graduates,

not entering college, from all geographic sections of the United

States.

Another point to make about the target population is that it

was, practically speaking, inaccessible to us during our

development process. We were constrained to using enlisted

soldiers to try out the newly developed tests. Enlisted

soldiers, of course, represent a restricted sample of the target

population in that they all have passed enlistment standards and,

furthermore, we could expect that almost all of the first-term

soldiers included in the tryouts would also have passed basic and

advanced individual training. Thus, the persons used to assess

the psychometric quality of the new tests would be presumably

more qualified, more able, more persevering, etc. on the average

than are the persons in the target population.

The information about the target population and the sample

available for the pilot test leads to two major implications that

served as general guidelines for our development and pilot

testing activites:
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(1) The tests to be developed will be applied to a population

with a large range of abilities. Therefore, we attempted to

develop tests with a broad range of item difficulties.

Highly peaked tests were not our goal (e.g. test items with

difficulty levels near a certain value such as .50).

(Z) The first-termi soldiers upon which the tests would be

initially tried out are generally higher in ability than the

target population. Therefore, the overall difficulty level

of the tests should be somewhat higher (i.e. the test should

be somewhat easier) than what it would have been if we had

had access to an unrestricted sample of the target population.

Another decision to be made about each test was its

placement on the power vs. speed continuum. Most

psychometricians would agree that a 'pure* power test is a test

administered such that all persons taking the test are allowed

enough time to attempt all items on the test, and that a 'pure"

speeded test is a test administered such that no one taking the

test has enough time to attempt all of the items. In practice,

there appears to be a power/speed continuum, and most tests fall

somewhere between the two extremes on this continuum.

The decision to develop a power or speeded test or a

combination of the two depends in large part on one's definition

of the target construct. That is, for a particular test,
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definition of the construct may indicate the importance of a

speed component. Therefore, during the preliminary test

development stage, we categorized each test as a power test,

speeded test, or combination of the two using our construct

definitions. For example, based on our definition of the

construct induction, we designed the test items to represent a

very wide range of difficulty levels and established a generous

time limit such that most subjects would have time to complete

all items. Thus, measures of induction were designed to fall on

the power end of the continuum. Our plan for the spatial

visualization measures differed from this in that all items were

constructed to be moderately easy but a more restrictive time

limit was imposed. Thus, these measures were intended to fall

toward the speeded end of the continuum.

As a matter of practical definition for this developmental

effort, we used an "85% completion" rule-of-thumb to define a

power test. That is, if a test could be completed by 85% of all

those taking the test, then we considered it a "power" test.

Tests with completion rates lower than this were considered to

have some "speededness" determining performance on the test, (for

example, we somewhat arbitrarily labeled tests with a 70 to 84%/*

completion rate as moderately speeded, and those with completion

rates lower that 69% as speeded). This rule-of-thumb, then,

served to refine and modify the new tests after each tryout.
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Procedures for Evaluating the Paper-and-Pencil Tests

To evaluate the new measures, four pilot test or tryout

sessions were conducted at Fort Carson, Fort Campbell, Fort

Lewis, and Fort Knox. In the first tryout at Fort Carson, about

38 soldiers completed each paper-and-pencil test. The number at

Fort Campbell was 57 and at Fort Lewis it was 118. At Fort Knox

the numbers were 200 for time one, and 97-126 for time two,

respectively. Procedures for evaluating each test at one or more

of these tryouts include the following: construct validity, test

item characteristics, internal consistency, and stability.

Construct Validity

In the course of developing the new paper-and-pencil tests,

we examined several published tests designed to tap the same or

similar constructs. These published tests served as models for

the new tests during the item construction stage. That is, we

examined the required task in each published test and reviewed

test manuals to ascertain the target population for whom the test

was constructed, test item difficuly levels and so on. It is

important to note that even though we relied on published tests

to serve as models, the new tests differed from the models in

terms of the task required and level of item difficulty.

Although differences between the published tests serving as

models and the new tests were expected, we wanted to ensure that

the new test captured the essence of the target construct.
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Therefore, in the first three tryouts, we included several of the

"model" tests to assist in the evaluation of the new tests.

Commercially published measures of spatial visualization--

rotation and scanning, field independence, and induction were

included in one or more tryouts. Note that no measures of

spatial orientation were included in these tryouts. This is

because there are no commercially published tests that measure

spatial orientation in a way similar to the way we have defined

it here.

Test Item Charz:teristics

For all tests administered at all tryouts, we examined item

difficulty levels and item-total correlations. These data were

used to modify test items and to adjust time limitations.

Internal Consistency

This included administering each test as two separately

timed halves and then computing the correlation between part one

and part two for each test. The Spearman-Brown correction

procedure was then used to estimate the reliability for the test

as a whole. Thic procedure was used in addition to computing the

Hoyt reliablity because for some of the more highly speeded

tests, the Hoyt provides an overestimate of the reliability.

(Note: split-half forms of each test were administered at the

first three tryout sites--Fort Carson, Fort Campbell, and Fort

Lewis.)
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Stability

In the last tryout conducted at Fort Knox, we collected

test-retest information on a sample of about 100 first-term

soldiers. A period of two weeks separated the two test sessions.

General Findings: Paper-and-Pencil Measures

Below we present some general findings for the paper-and-

pencil tests as a whole. The discussion is organized around the

four topic areas described above.

Construct Validity

Very few of the newly developed tests correlated above .65

with the designated marker test; most correlations between new

measures and marker tests fell between .45 and .60. These values

were as expected, given the differences in task requirements and

in item difficulty levels between the new test and the marker

tests. For example, because of fairly low item difficulty levels

(i.e., items were, on the average, very difficult) and restrictive

time limitations on some of the marker tests, subjects completed

only a small proportion of the items, resulting in highly

restricted test scores, thereby reducing the correlation with the

new test.

Basically this information suggested to us that although the

tests did not duplicate their respective marker tests, they

captured the essence of the target construct.
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Test Characteristics

In the very first tryout, we discovered that most tests

required modification. That is, on some of the tests, the

average subject completed all the items and obtained a very high

total test score. Analysis of item difficulties and item-total

correlations led to modifications of these tests after the Fort

Carson tryout. For example, for Assembling Objects, Object

Rotation, Orientation 1, and Path Test, new items were

constructed and added with only minor changes in time limits to

increase overall item difficulty levels, and to reduce the

possibility of ceiling effects. For the Shapes Test and Maze

Test, the items themselves were modified to increase item

difficulty.

The reverse situation appeared on the Orientation 2 Test.

That is, item difficulty levels were low (mean - .48; the test

appeared more difficult than desired). Thus, we examined the

difficulty levels across all items to identify the components

that resulted in easier and more difficult items. This

information was used to construct four additional items of lower

difficulty. Further, the time limit was lengthened to ensure

that all or nearly all subjects would complete the test.

For the remaining measures, Orientation 3, Reasoning I and

Reasoning 2, very few changes were required. For example, for a

few items in each test, item analysis data revealed that item
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total-correlations were higher for a distractor than for the

correct response. These items were modified or replaced.

Following each tryout, item difficulty levels as well as

item-total correlations were examined to determine what changes

were required to improve the test. Subsequent pilot tests or

tryouts indicated that the tests, in general, required only minor

modifications.

Internal Consisitency

As reported above, split-half reliability estimates were

computed for each test following the first three tryouts.

Results from the Fort Lewis tryout are presented in Table 3. Note

that for all tests, with the exception of Reasoning 2, these

values are at acceptable levels, ranging from the high 70's to

low 90's.

Also, in the same table are internal consistency estimates

computed for each test using the data collected at Fort Knox.

Note that these values have been computed using the Hoyt formula

and may represent overestimates for some of the more highly

speeded tests. Again, with the exception of Reasoning 2, these

'4 values range from the low 80's to high 90's.

Stability

Table 3 also contains the test-retest reliability estimates

computed for a sample of about 100 first term recruits. These

values are lower than the internal consistency estimates, but

are at acceptable levels, ranging from .57 to .84. Note that
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once again, the Reasoning 2 test yields the lowest value of all.

These data, along with information about psychometric test

characteristics and test intercorrelations, were used to identify

the tests for inclusion in the Trial Battery administered Summer

and Fall, 1985. Paper-and-pencil test intercorrelations are

examined following the discussion of the computerized tests. At

that time we also describe the paper-and-pencil measures selected

for the Trial Battery. Now we turn to a description of the

activites involved in developing the cognitive measures included

in the computer test battery.

Computerized Cognitve/Perceptual Tests

Traditional paper-and-pencil measures such as those

described above and those contained in the ASVAB allow us to

assess accuracy in test performance. Advances in microcomputer

development, however, permit us to examine another area of test

performance, speed of response. Therefore, to identify

cognitive/perceptual ability measures for inclusion in the

computer battery, several sources were examined.

First, we examined the more recent theories of cognitive

abilities assessment. For example, Keyes (1985) conducted

an indepth review of the reaction time construct. Results from

this review guided our thinking about new measures to

supplement information obtained on the ASVAB. In addition,

results from the review suggested several variables or parameters

of interest for test development and test scoring purposes.

V
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Second, several members of our staff conducted site visits

of facilities such as the Air Force Human Research Laboratory, or

AFHRL, in which extensive research in computerized testing is

currently being conducted. Information gleaned from these

sources also guided our test development plans.

Third, examination of highly speeded, traditional paper-and-

* pencil measures helped to generate some basic research ideas.

For example, in a review of the psychomotor literature, McHenry

(1985) reports that scores on traditional measures of perceptual

speed and accuracy correlate moderately with scores on measures

of wrist-finger speed or answer sheet marking. (The median value

across seventeen coefficients was .38.) This suggests that for

some cognitive ability constructs (or perhaps all), scores on

traditional paper-and-pencil measures capture only one aspect of

the response, namely accuracy. Including a speed of response

component may provide information about other abilities.

A final source used to generate computer test ideas stems

from the research conducted during World War II in the Aviation

Psychology Program. During this research program, researchers

experimented with measures of new constructs, such as Movement

Judgment (Gibson, 1947). Apparatus available at that time

resulted in lower than desirable levels of reliability of

measurement of such constructs. With advances in computer

development and computerized testing, however, these constructs
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may be more reliably measured and may provide information not

currently supplied by the ASVAB.

Below we describe the cognitive ability constructs measured

in the computer battery and identify the tests designed to

measure each. The tests themselves are described on Table 4.

Following this is a discussion of the issues related to

developing and scoring computerized tests.

Reaction Time/Processing Efficiency

This involves speed of reaction to stimuli or the speed with

which a person perceives the stimulus independent of any time

taken by the motor response component of the classic reaction

time measure. The basic paradigm for this task stems from

Jensen's research in which he designed a procedure to obtain

independent measures of decision time and movement time.

Decision time refers to the time that elapses between stimulus

presentation and initiation of the response. Movement time

refers to the time that elapses between initiation of a response

(movement from a standard or "home" position) and the actual

response (Jensen, 1982). All tests included in the computer

battery that involve a reaction time component were designed to

capture the two components of total reaction time.

Two measures were constructed to assess Processing

Efficiency. These include Simple Reaction Time and Choice

Reaction Time. In both measures, subjects respond to very simple

0~or non-complex stimuli such as the word YELLOW or BLUE.

,402



$ Memory

This involves the rate at which one observes, searches, and

recalls information. Two measures were designed to assess

memory. In both measures, the stimuli and task required are more

complex than those included in the Processing Efficiency tests.

Each test is described briefly below.

Short Term Memory: The model for this test is a memory

search task introduced by S. Sternberg (1966, 1969). In the test

designed for the computer battery, the subject is presented with

* a set of items. This disappears from the screen and the subject

a' is then presented with a probe. The task is to indicate as

rapidly as possible whether or not the probe appeared in the

first set of items. Items presented to each subject consist of

familiar objects (letters) or novel objects (symbols).

Number Memory: This test was modeled after a number memory

test developed by Dr. Raymond Christal at AFHRL (1983). In this

test, subjects are presented with simple arithmetic problems

* (i.e., addition, subtraction, multiplication, and division). The

task differs from the traditional number operations test in that

the subject is presented with one part of the problem at a time

* and one item may contain two, three, or more parts. After the

Of subject reviews one part of the problem, s/he must press a button

to go on to another part of the problem. At the end of the

problem, the subject is presented with a possible solution and

*1 403



must indicate whether it is true or false. The task here is for

the subject to perform simple arithmetic operations and to recall

information from previous parts of the problem.

Perceptual Speed and Accuracy

This involves the ability to perceive visual information

quickly and accurately and to perform processing tasks with

stimuli (e.g., make comparisons). Two measures were developed to

assess this construct. Each is described briefly below.

Perceptual Speed and Accuracy: This task requires that the

subject compare two sets of verbal information (e.g., numbers,

letters, symbols). As indicated earlier in this paper, the ASVAB

currently contains a measure of perceptual speed and accuracy.

This measure was included in the computer test battery to address

a basic research question. That is, does a computerized version

of a highly speeded measure provide more information about a

person's abilities with speed of response differentiated from

accuracy?

Target Identification: This test asks subjects to compare

several different figures to-identify the one figure that matches

a target figure. This test was constructed to assess an ability

required in all MOS, but particularly in combat MOS--rapidly

identifying enemy equipment and vehicles.

Movement Judgment

This involves the ability to judge the relative speed and

direction of one or more moving objects in order to determine
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where those objects will be at a given point in time or when the

two might intersect. Results from the Aviation Psychology

Program indicate that when used to predict aircrew performance,

measures of this construct yielded validities in the .20s

(Gibson, 1947). Because several combat MOS require movement

Judgment to perform successfully on the job (e.g., Armor Crewman),

the Cannon Shoot test was developed. In this test, subjects must

study a moving target and determine the optimal point at which

firing a shell will produce a direct hit.

Issues Related to Test Development and Test Scoring

Issues related to scoring computerized tests impact on test

development issues. For example, when computing reaction time

scores, one must decide whether or not to include correct and

incorrect responses. If it is appropriate to assume that

reaction time scores for correct responses provide the same

information as reaction time scores for incorrect responses, then

item development strategies will vary from those used when the

assumption is that the two will differ.

During the test development phase of the project, we began

with the assumption that correct and incorrect responses provide

different information. Hence, our goal in constructing items for

each test was to ensure that all or nearly all subjects could, of

course, respond to each item as well as identify the correct

response. Because computer administration permits precise

response time estimates, the primary emphasis for the

41o



cognitive/perceptual tests, then, is on speed of response, rather

than response accuracy.

Another concern during the test development phase involved

the parameters included in each test. That is, by systematically

varying test stimuli, one may uncover slightly different

abilities within the same test. Thus, for each

cognitive/perceptual test we relied on the literature and our

knowledge of job requirements to identify parameters of interest.

For example, in the Short Term Memory test, the literature

suggests that familiar stimuli such as letters be used to avoid

opportunity-to-learn differences among subjects. Following

several site visits in which we observed soldiers performing on

the job, it became clear that for several combat MOS, soldiers

must very quickly and accurately discern differnces between

objects such as friendly and enemy vehicles, equipment and so on.

Therefore, the concept of quickly memorizing and discerning

differences between novel stimuli was incorporated as another

parameter in the Short Term Memory test (i.e. symbols served as

the novel stimuli). Other parameters that varied in the test

include number of objects appearing in the set, time allowed to

observe the objects in the set, and the delay period between

presentation of objects in the set and the presentation of the

probe. Results from the pilot tests or tryouts were analyzed to

assess the impact of the varied parameters on reaction time
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scores. Then, following each tryout, we modified each computer

test by refining test parameters or eliminating them if results

indicated that they had little or no impact on reaction time.

In addition to assessing slightly different abilities,

varied parameters also allow computation of other dependent

variables in addition to reaction time. Again using the Short

Term Memory test as an example, the parameter "number of objects

in a set" may be used to calculate the slope and intercept.

These scores are obtained by regressing mean reaction time

against item set length. In terms of speed of processing, the

slope represents the average increase in reaction time with an

increase of one object in the stimulus set. Thus, the lower the

value, the faster the access. The intercept represents all other

processes not involved in memory search such as encoding the

probe, determining whether or not a match has been found and

A. executing the response.

A third issue of critical importance in computerized test

development concerns the procedures used to score subjects'

responses. One scoring question that we addressed early in the

test development stage involves whether or not reaction time

scores from incorrect responses are to be included in total

reaction time scores. As noted above, we decided to include

reaction time scores from correct responses only.

Another scoring question concerns the method of computing

reaction time scores. For example, in our description of the
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Processing Efficiency construct, we noted that Jensen (1982)

views total reaction time as comprising two distinct

components--Decision Time and Movement Time. Following the first

pilot test, for each test we computed both Decision and Movement

time scores for each test as well as Total time. Analyses

indicated that Decision and Total time are very highly

correlated, so we elected to use Total time as the dependent

variable for each test.

* Following on the heels of this issue is the question about

*how to estimate an individual's reaction time score in the best

way. In other words, is the mean preferred over the median?

4, Analysis of pilot test results suggest that the mean is slightly

more reliable than the median (i.e. test-retest reliability

estimates). Therefore, for all reaction time measures, scores

* are computed using the mean value. The one exception to this

involves the scores computed for Simple and Choice Reaction Time.

4 11P.Because these tests contained only 15 items, a single extreme

response could result in an unrepresentative mean score.

Therefore, a trimmed mean score was computed. This score

consists of the mean computed over all responses with the highest

and lowest values omitted.

A final scoring issue concerns missing data. In other

words, given that a single subject may not obtain a perfect score

on a particular test, some information is missing when computing

413
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the mean total reaction time, slope and intercept for that

subject. Thus, we established a maximum number of missing items

permitted for each test. This limit for all tests, with the

exception of Number Memory, is set at ten percent. Hence, for

Simple and Choice Reaction Time subjects may miss up to two

items, for Short Term Memory, Perceotual Speed and Accuracy, and

Target Identification the value is set at five. Because Number

Memory requires subjects to provide several responses for a

single item, the possibility of missing data is higher. To

ensure that sufficient numbers of subjects were available for

analysis, we permitted subjects to miss up to seven of the

twenty-seven items. (It is important to note that the test

itself was modified to reduce the likelihood of missing data for

subsequent administrations. These modifications are described

later in this paper.)

Throughout this discussion of issues in scoring, we have not

yet touched upon the Cannon Shoot test. That is because

procedures for scoring this test differed from those used to

score the other cognitive/perceptual tests. A reaction time score

for this test is inappropriate because the task requires the

subject to ascertain the optimal time to fire to ensure a direct

hit on the target. Therefore, responses on this measure were

scored by computing a deviation score that is composed of the

difference between the time the subject fired and the optimal

time. These scores a re summed across all items for each subject
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- and a mean deviation time score is computed.

Evaluating the Computerized Cognitive/Perceptual Tests

To evaluate the computerized tests, the battery was

administered at three tryout sites. These include Fort Carson,

Fort Lewis, and Fort Knox. When administered at Fort Carson, the

computer battery contained only a few of the tests described

above. Thus, the bulk of the information used to evaluate the

%- tests came from the data obtained at the Fort Lewis and Fort Knox

tryouts. In general, we considered three aspects when

determining how to improve or modify each test. These include

test content factors, stimulus presentation and response format

factors, and reliability evidence. Each is described briefly

below.

The test content factors include the parameters used to vary

stimulus presentation. For each test, then, we examined the

effects of different parameters and made decisions about

modifying test content. For example, in the Short Term Memory

Test, we examined two levels of item set display periods

(.5 secs. vs. 1.0 sec.) and two levels of probe delay period (2.5

secs. vs. 3.0 secs.). Results from the first tryout revealed

that neither the display period nor the delay period had anyIr
impact on reaction time. Therefore, for the next tryout we

decided to experiment with other levels of these parameters (e.g.,

the probe delay period contained two levels, .5 sec. and 2.5 secs.).

415
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Another factor considered in modifying the test involves the

stimulus presentation and response format. This involved more of

an "armchair analysis" to isolate changes required on each test.

For example, we compared the different sets of test instructions

to identify those that appeared to be working well and those that

required modifications. For these changes we also re lied on

interviews with subjects to identify test instructions that

seemed unclear or difficult to understand.

Also at this time, we compared the response formats across

tests. In other words, for each test the computer program was

designed to highlight the response alternatives and then, after

the subject responds, provide feedback on the selected response.

Our discussion with subjects participating in the first tryout

indicated that some formats were clearly better than others.

Based on this information, then, the program and test files were

modified to reflect the desired changes.

A third and final factor considered in the test modification

activites was reliability of the-measures. Internal consistency

reliability estimates were computed for all dependent measures

following each tryout. Results from the Fort Knox tryout, which

contains the largest sample tested, are provided in Table 5. On

this table, we have listed the fifteen dependent measures for the

seven cognitive/perceptual ability tests developed. The table

contains means, standard deviations, internal consistency

reliability estimates computed on a sample of 256 and test-retest
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reliability estimates computed on a sample of about 120.

Note that for the internal consistency estimates the highest

values appear for mean reaction time scores for Short Term

Memory, Number Memory, Peceptual Speed and Accuracy, and Target

Identification. The lowest values appear for Short Term Memory

Slope and Number Memory Percent Correct. These values, with the

exception of the two above, appear comparable to the estimates

for the paper-and-pencil measures.

The lowest values appear for Percent Correct values for

Target I and Short Term Memory as well as for Simple Reaction

Time-Mean RT. The highest values appear for Number Memory, Short

Term Memory-Mean RT and Short Term Memory Intercept. Overall, we

were fairly impressed with the test-retest results. With the

exception of a few low values, these estimates appear to be

similar to those reported for the paper-and-pencil measures.

The remaining reliability estimates included on the table--

those reported for the Psychomotor tests--are discussed in detail

by McHenry & McGue (1985). Following the discussion of the

Psychomotor measures, we examine the intercorrelations among the

new paper-and-pencil measures, all computer tests, and subtests

of the ASVAB. Results from a factor analysis of scores on all

the measures listed above will also be reported. Finally, we

describe the modifications made to the paper-and-pencil measures

and computer tests made after the Fort Knox tryout. The battery

resulting after these modifications were made is referred to as
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the Trial Battery.

Intercorrelations and Factor Analysis Results

Table 6 contains the intercorrelations for the ASVAB

subtests, paper-and-pencil cognitive measures, and the computer

tests which include both cognitive/perceptual and psychomotor

measures. Note that we have also included scores on the AFQT.

Before looking at the correlations, it is important to highlight

two facts. First, the sample used to generate these

intercorrelatlons includes only those subjects with test scores

available on all variables (N-168). Second, these data represent

the relationships among the tests administered at Fort Knox.

Because of changes made on the tests following the Fort

Knox tryout, we can expect some changes in these data.

In examining these relationships, first look at the

correlations between tests within the same battery. For example,

correlations between ASVAB subtests range from .02 to .74

(absolute values). The range of intercorrelations is more

restricted when examining the relationships between the cognitive

paper-and-pencil tests (.27 to .67). This range of values

reflects the fact that these measures were designed to tap very

similar cognitive constructs. Intercorrelations for the

V cognitive/perceptual computer tests range from .00 to .83 in

absolute terms. Note that the highest values appear for

correlations between variables computed from the same test. For

example, the correlation between Short Term Memory Reaction Time

419
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and Intercept is .83, while the correlation between Perceptual

Speed and Accuracy Slope and Reaction Time is .82.

Intercorrelations between psychomotor variables range from .15

to .81 in absolute terms. Note that scores on the two tracking

tests correlate the highest.

Perhaps the most important question to consider is the

similarity between the different groups of measures. In other

words, do the paper-and-pencil measures and computer tests

correlate highly with the ASVAB or are they actually measuring

unique or different abilities? To address this question, in

part, examine the intercorrelations between the ASVAB and other

groups of tests. First, for the paper-and-pencil tests, these

correlations range from .01 (Assembling Objects and Number

Operations) to .63 (Orientation 3 and Mechanical Comprehension).

Note that across all paper-and-pencil tests, ASVAB Mechanical

Comprehension appears to correlate the highest with the new

tests. Across all ASVAB subtests, Orientation 3 yields the

highest correlations.

Now consider the correlations between the ASVAB subtests and

the computerized cognitive/perceptual tests. In absolute terms,

these values range from .00 (Paragraph Comprehension and

Perceptual Speed and Accuracy, or PS&A Reaction Time and ShortIr
Term Memory Intercept) to .58 (Arithmetic Reasoning and Number

Memory Percent Correct). Across all ASVAB subtests, scores on the

Short Term Memory Reaction Time and Slope yield the lowest

'. 4 2 1
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correlations. The highest values appear for Number Memory

Percent Correct and Reaction Time.

Correlations between ASVAB subtests and psychomotor

variables range from .00 (Target Shoot-Time and Coding Speed and

Target Shoot-Distance and Coding Speed) to -.44 (Mechanical

Comprehension and Tracking 1). Note that for the most part,

these four variables yield the highest correlations with

Mechanical Comprehension and Electronics Information. The lowest

correlations appear for Paragraph Comprehension, Number

Operations and Coding Speed.

Briefly, the intercorrelations between the paper-and-pencil

tests and the computerized tests in general range from .00 to .46

(in absolute terms). The computerized test variables that

correlate consistently highly with the paper-and-pencil tests

include Target ID-Reaction Time, Number Memory Percent Correct

and Reaction Time, Tracking 1, and Tracking 2. Intercorrelations

between the cognitive/perceptual computer tests and the

psychomotor computer tests range from .00 to .42. The highest

values appear for the correlations between the four psychomotor

measures and Target ID Percent Correct and Short Term Memory

Slope.

In addition to examining the intercorrelations among all the

cognitive/perceptual measures and psychomotor measures, we also

examined results from a factor analysis. It is important to note

here that two variables, PS&A Reaction Time and Short Term Memory

422
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Reaction Time, were omitted from this analysis. This is because

the reaction time scores from these measures correlated very

highly with their corresponding Slope or Intercept variables. To

avoid obtaining comnunalities greater than one, these two

reaction time measures were omitted. Results from the seven

factor solution of a principal components factor analysis with

varimax rotation are displayed in Table 7.

Our interpretation of these data are described, by factor,

below.

Factor I includes eight of the ASVAB subtests (GS, AR, WK,

PC, AS, MK, MC, and EI), six of the paper-and-pencil

measures (Assembling Objects, Reasoning I and 2, and

Orientation 1, 2, and 3) and two cognitive/perceptual

computer variables (Number Memory Percent Correct and

Reaction Time). Because this factor contains measures of

verbal, numerical and reasoning ability we have termed

this g.

Factor 2 includes all of the cognitive paper-and-pencil

measures, Mechanical Comprehension from the ASVAB, and

Target 10 Reaction Time from the computer tests. This

Is, then, a general Spatial factor.

4
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TaL 7 Results from a Principal Coponents factor Analysis of Scores on the ASVA8,

Cognitive Paper-and-Pencil Neasures, rl Cognitive/Perceptuat

ard Psychomotor Couuqter 
testsa

(Ns 168)

Variabl Factor I factor Factor Factor Factor Factor 6 Factor 7 h
2

ASVAa GS 75 59

dU, SVAI AR 75 7

ASVAU UK 77 62

ASVA PC 62 47

ASVA8 NO 8 77

ASVAI AS 62 62 58

, ASVA MK 77 70

V ASVAB MC 63 38 -30 68

ASVAS El 72 65

Assemb Obj 35 69 66

Obj Rotation 61 49

Shapes 66 51

Mazes nV 67

Path 67 -30 65

Reason 1 37 58 54

Reason 2 37 47 44

Orient 1 37 6' 58

Orient 2 40 46 -30 52

Orient 3 60 52 67

SR T-RT 63 41.

CUT*iT 61 50

PS&A.PC 67 31 nV
PS&A Slope 8 81

PS&A Inter *65 so 74

Target ID.PC 40 25

Target IORT -41 37 30 57

STM-PC 39 34 4.1

STM-Slope 41 25

STM-Int 38 S1 47

Cannon Shoot 32 19

-PC 53 37 52

IW.RT .37 -46 5.

Tracking 1 &6

Tracking 2 77 66

Target Shoot-TF 
42 23

Target Shoot-Dist 64 4.

Variance Explained 5.69 4.70 2.83 2.37 1.92 1.87 1.17

a aNote that the folloing variables were not included in this factor araltyss;

5% APOT, PS&A Reaction Time and Short term Memory Reaction Time.

(Please also note that d',m'mls have been omitted.)
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Factor 3 comprises the three psychomotor tests

(Tracking I, Tracking 2, and Target Shoot Distance),

three cognitive/perceptual computer test variables (Target

10 Reaction Time, Short Term Memory Intercept, and

Cannon Shoot), the Path Test, and Mechanical Comprehension

from the ASVAB. Given the high loadings of the psychcmotor

tests on this factor, we refer to this as the Motor factor.

Factor 4 includes variables from the cognitive/perceptual

computer tests. These include PS&A Percent Correct, Slope

and Intercept, Target ID Percent Correct, and Short Term

Memory Percent Correct. This factor appears to involve

Accuracy.

Factor 5 again contains variables from the

cognitive/perceptual tests including Simple Reaction Time

RT, Choice Reaction Time RT, Short Term Memory Intercept,

PS&A Intercept and Percent Correct, and Target ID RT. Also

loading on this factor is a paper-and-pencil test

Orientation 2. We refer to this factor as the Speed factor.

Factor 6 contains four variables, two from the ASVAB (Number

Operations and Coding Speed) and two from the

cognitive/perceptual computer tests (Number Memory Percent

Correct and Reaction Time). This factor appears to

425



represent both Speed and Number Ability.

Factor 7 contains three variables from the computer tests.

These include Short Term Memory Percent Correct and Slope,

and Target Shoot Time to Fire. Although this factor is

more difficult to interpret, we believe that it represents a

response style factor. That is, this factor suggests that

those individuals who take a longer time to fire on the

Target Shoot Test also tend to have higher slopes on the

Short Term Memory (lower processing speeds with increased

bits of information) but are more accurate or obtain higher

percent correct values on the Short Term Memory test.

Modifications for the Trial Battery

To prepare for large scale administration of the battery of

predictors, several modifications were warranted. This is

primarily because of the reduced time allotted for predictors

during the Summer and Fall 1985 Concurrent Validation study.

Decisions about how to pare down the battery are reported

separately for paper-and-pencil measures and computer measures.

Paper-and-Pencil Measures

Factors involved in this decision process include (1) time

available; (2) the goal of ensuring broad coverage of cognitive

constructs; (3) reliability data; and (4) summary validity data

gleaned from the literature review. Regarding the first factor,

administration time allotted for cognitive paper-and-pencil

425
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measures was pared from a total of 167 minutes (this includes 107

minutes for actual test time and 60 minutes for test

instructions) to about 100 minutes (this includes 63 minutes for

actual test time and 36 minutes for test instructions). Thus,

about one-third of the tests were to be dropped.

As noted above, one of the major goals was to ensure broad

coverage of the cognitive ability domain. Hence, we first

considered retaining at least one measure from each of the five

construct areas.

As a first cut, the decision about whether to retain or drop

each test was based on the construct assessed, the time required

for each test, and reliability information. From this, we

decided to drop Reasoning 2 (low reliability), Orientation 1

(slightly lower reliability than the other orientation measures)

and the Path Test (slightly lower reliability and greater testing

time than Mazes).

Tests remaining in the battery include measures of Spatial

Visualization-Rotation (Assembling Objects and Object Rotation),

Spatial Visualization-Scanning (Mazes), Field Independence

(Shapes), Spatial Orientation (Orientation 2 and 3), and

Induction (Reasoning 1). Administration time for these tests

summed to 121 minutes (79 for actual test time and 42 minutes for

test instructions). Thus, a second cut was in order.

* To identify the test or tests for elimination, we considered

* 427
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the validity evidence gleaned from the literature review as well

as judgments obtained from the expert panel. Input from our

Scientific Advisory Group also aided in making this final

decision. The final cut, then, involved dropping the Shapes

test. This is because we determined that the other measures of

spatial visualization (Assembling Objects, Object Rotation, and

Mazes) are more likely to be useful in predicting success in a

wider variety of jobs than would a measure of field independence.

Modifications made to the paper-and-pencil measures are

listed in Table S. Note that, for the most part, all tests were

retained as they appeared for the Fort Knox administration. The

only exception is Assembling Objects; eight items were eliminated

while the time limit of sixteen minutes was retained. Analysis

of Fort Knox completion rates indicated that more information

could be obtained for each subject by reducing the number of

items. Item difficulty levels were examined to remove extreme

items (i.e., items that yielded very high or very low difficulty

levels.)

Computerized Tests

Plans for modifying the computer test battery were based on

similar kinds of factors. These include time available for

testing, the goal of ensuring that a broad range of constructs

are assessed, and reliability of the measures. Once again, of

greatest concern was the time available for the computer tests.

Time estimates from the Fort Knox administration indicate that
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subjects, on the average, completed the computer battery in about

94 minutes. For the Concurrent Validation administration, about

65 minutes would be available'for the computer battery. Thus, about

one-third of the total testing time had to be eliminated without

reduction in reliability from some or all of these measures.

To reduce the battery, then, we first examined the

reliability estimates for each of the measures. Results from

internal consistency estimates indicated that the number of items

in some tests could be reduced without reduction in reliability.

These measures include Short Term Memory, Perceptual Speed and

Accuracy, Target Identification, Cannon Shoot, Target Tracking 1,

Target Tracking 2, and Target Shoot. One important outcome of

reducing the number of items relates to eliminating rest periods

inserted in tests. In other words, for some of the longer tests,

we included a rest period to ensure that fatigue would not play a

part in test performance. With fewer items, the rest periods

could be eliminated, thereby saving time.

Plans for the two reaction time measures include retaining

the Simple Reaction Time Test as is, and adding items to the Choice

Reaction Time Test to increase the reliability of mean scores.

(Note that although the test-retest reliability estimates are low

for mean scores on the Simple Reacti ,n Time Test, this test

serves as a warm-up for the other reaction time measures and

therefore did not require additional items.)

Plans for modifying the Number Memory test differed slightly

430



WVV

from the others. Firs t, this test was viewed as "optional" for

inclusion in the final computer battery. That is, this test

would be included if time permitted. Second, the test was

modified rather extensively from the form in which it was

* administered at Fort Knox. As noted above, the test contained

arithmetic problems that varied in length, with 4, 6, or 8 parts.

Analysis of item length indicated that this parameter had very

little impact on mean time to perform arithmetic operations.

Therefore, we decided to include shorter items consisting of 2,

3, or 4 parts. A final decision about whether or not to include

-. this test in the battery was based on mini-tryouts conducted at

the Minneapolis MEPS (N - about 30). These revealed that most

subjects completed the total battery in about an hour.

Thus, the final computer test battery included all original

tests with most reduced somewhat in length from their Fort Knox

form. Table 9 contains a list of the computer tests along with a

brief description of the modifications for each. As a final note

about the computer battery, it is important to report that

several cosmetic changes were made. For example, we again

revised test instructions to ensure clarity and uniformity. In

addition, the program itself was modified extensively to reduce

1r, the time required to operate the test files and to process and

store test scores. The end result is a series of tests that

function more as a battery of tests rather than as a collection

* of tests.
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tx.,.ndin' tht- Ht:asur~m.wt ot Pu.diclur Sfa.;'" ((lr f1ilit~try £nlisl'=C ,j'-'""• 

This ¥)111posiuc:, "Exp .. ndin' the llcillsurement of pudictor sp;,ct fer Jr,i!i· 
tary •nlisted jubs," prest:nU research accooplishc:d under Yri)JeC l A, J; .. -
provin.- the sdtc:tion, classification, auct utilization of Army ~nli~t~;;J 
personnel. This research is funded by t~ u.s. Army R~search Institu~t 
(AIU), Coutr .. ct Nl), HDA 903-62-C·O~ll, to the Hu~r.an Resourct:s j(e:~~•rcn 
Or,ar:hation (HumRkO), the: American lnstituti!S for ke:searc11 {Alf'. ), 111nci l .. ·_ 
Peuonntl D-:c~sions Research Institute: (PDKl). kesurch scientists IH~r..or· 

ily froa POitl ar,d ARl t.ave: participated in the efforts reported ht:rc , 011 

dwve:lopir.' ne~ and improved predictors to match an expanded set o! c:rl~~
flOn measures. All statements made ht:re are those of the authors an~ d~ 
n~t necessarily express the official opinion or policies of the: t.S. Ar~y 
Rcuarch Institute or the Department of u.e Army. 

ARl and Project A have been well representee! at this convention, witt." 
varit:t)· of w<~rkshops, · papera and Sttr.posia. Tnou of you who visitf:cl tnt: 
ARI booth in the Exhibition HAll uy have had the opportunity to see and 
perrwps play with our computer der.:o, wnich provides a brief exan:il'e of 
each of our ne10 computerized aeasures. While the: computer tests •a pt:r
hAJis the cent.:rphce oi our current predictor deve!opment ef!C11·u; tney 
are !ar 1ron: bein' all of it. We are here to tell you abuut that "aU "I 
it ... 

1\orr:. a-eurson ~ill bt:.itt oy describin.; thE overall Strate~)' we Mu io'
lowec! in predictur deve:!opm~nt. Rod Rosse will coament on 5ome of tnt: 
pr~ctic~l ~roblcm~ encountered in usini computers for tests and test d~
velopment, ther. Jeff Hc:Henry will dhcuss some of the conceptual and 
psychom\:tr~~ cor.c~ms we hilld when computt:rizin& psyc.;horn"tor skiUs. Jol.!r 
roquarc wUl loU<~w with a description of ho"· we "•dded to the ASVAB" 101 tr . 
co,nitiv.e and perce~tuel tesu, usini paper •nd pencil and tlte cor.lput&:. 
L••ett~ Hou£h will complet~ the substantive portion with what woe caLl tl•t 

nouco,nitive predactors: P•per and pencil measures of vocational inter-
• s ts, bi od• tA, and tempe ram(.:lll. 

~e are v~r)' ~!eaud tu h&ve Jay Uhlaner as uur discussant. J•) 11as b~~r: 

one of our two Scientiiic Advisors for predictor d.evelopment; Lloyd 
Humphr4tys is tile other. They l.ave made inv~tluable contribut.ons oi D.-~1; 
their time and their 10isdor.• to this project. 
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This paper describes research performed under Project A: Improving
the Selection, Classification, and Utilization of Army Enlisted
Personnel. This nine-year, large scale program is designed to pro-
vide the information and procedures required to meet the military
manpower challenge of the future by enabling the Army to enlist,
allocate and retain the most qualified soldiers. The research is
funded primarily by Army Project Number 2Q263731A792 and is being
conducted under the direction of the UJ.S. Army Research Institute
for the Behavioral and Social Sciences. Research scientists from
the Army Research Institute, the Human Resources Research Organiza-
tion, the American Institutes for Research, and the Personnel
Decisions Research Institute as well as many Army officers and
enlisted personnel are participating in this landmark effort.

All statements expressed in this paper are those of the authors and
do not necessarily express the official opinions or policies of the
U.S. Army Research Institute or the Department of the Army.

*Dr. Mitchell is now affiliated with the Association of American
Medical Colleges

439



~WJUTWVWYWu ~.h N ~U .U '.N -5Y ~ ~ W~' U ~ M~ ~g V *i ~V ~, 7. ~ * 7

I,

440

* *~ A*
A -~ *



-Y-.-P % 1 Y -l-w)-W--V -6

I NTRODUCT ION

The research results reported here are part of a
large-scale long-term effort to expand and validate the selection
and classification battery currently used by the U. S. Army. The
overall plan and initial results from this effort, known to the
Army as Project A, have been documented in Eaton, et. al. (1983,
1984) . This paper describes the development of a new index used
as one gage of the potential usefulness of alternative supplements
to the Armed Services Vocational Aptitude Battery (ASVAB) , the
current Army selection and classification instrument.

The new measures developed by Project A will be adopted for
operational use only if significant gains in predictive validity
are realized. The usefulness of each new M~easure must, therefore,
be evaluated in terms of the degree to which it leads to increases
in our ability to predict important performance criteria. At
present, however, extensive criterion data have not yet been
collected on soldiers for whom new and existing predictor data are
available. Indeed, the complete set of criterion constructs has
not even been fully defined. The Index of Maximum Validity
Increment (MVI) was developed as a tool for use in screening an
initial array of potential predictors, prior to the collection of

% criterion data. At this stage, we can only ask what is range of
validity increases associated with each new predictor measure
across all possible criterion measures.

It is well known that increases in predictive validity are
limited by (a) the reliability of the new measure and (b) the
extent of overlap with the existing battery. The MVI Index
combines information on the reliabilities of both the new and the
existing tests and on the correlations among these measures into a

* single index - an index which gives the maximum possible increment
in criterion variance accounted for (squared validity
coefficient).

Before detailing the derivation of the MVI Index, we turn to
a general description of the development and field testing of the

* new measures for which MVI Index values were calculated. This
* description is then followed by the derivation of the new in~dex.
* The third section of this paper discusses estimation of MVI Index

values for a target population when field test data are available
for only a selected sample. The next section presents the results
of applying the new index to the particular measures under
consideration in Project A. The paper then concludes with a
discussion of the general usefulness of the new index and of
directions for further development.
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THE DEVELOPMENT OF NEW PREDICTOR MEASURES

The development of alternative predictor measures has been

managed by Dr. Norm Peterson of Personnel Decisions Research
Institute and Dr. Hilda Wing of the Army Research Institute (ref
to 1985 APA papers). During this development, two supplemental

batteries were assembled and field tested. The first, designated
the Preliminary Battery (PB), was a collection of off-the-shelf
tests administered to approximately 10,000 first tour soldiers in

*four different Military Occupational Specialties (MOS). This
battery was assembled early in the project and administered to
relatively large samples of soldiers to provide the basis for
longitudinal analyses of predictor constructs and subsequent
performance criterion measures. The emphasis in assembling the PB
was on assessing the usefulness of different predictor constructs.
The particular measures included in the PB were not candidates for
the eventual new supplemental battery. The PB included cognitive,
biographical, vocational interest, and temprament measures.

The PB included eight perceptual-cognitve measures. Five were
taken from the Educational Testing Service French Kit (Ekstrom,
French, and Harman, 1976), two were taken from the Employee
Aptitude Survey by Ruch and Ruch (1980), and one came from the
Flanagan Industrial Tests (Flanagan, 1965). MVI values were
analyzed for these cognitive measures and also for a
combined-gender biographical scales based on Owen's Biographical
Questionaire (Owens and Schoenfeldt, 1979).

The PB also included 18 scales from the Air Force Vocational
Interest Career Examination (VOICE; Alley & Matthews, 1982) and a
variety of temperament scales from the Differential Personality

Questionnaire (Tellegen, 1982), the California Psychological
Inventory (Gough, 1975), the Rotter I/E scale (Rotter, 1966), and
the Personality Research Form (Jackson, 1967). While results for
these interest and temperament scales are not reported here, the
corresponding measures of these same constructs in the PTB are
included in results reported for that battery.

The PB was administered at the beginning of Advanced
Individual Training (AIT) or One-Station Unit Training (OSUT)
between Fall 1983 and July 1984. Extensive performance data are
being collected from these soldiers this summer as part of a
larger, concurrent validation of a more extensive supplemental
predictor battery.

The second supplemental predictor battery to be developed was
designated as the Pilot Trial Battery (PTB) . The PTB covers a
wider range of predictor constructs in the cognitive, vocational
interest, and spatial/psychomotor domains and consists primarily
of new measures specifically constructed for predicting
performance in Army MOS. The PTB was designed to be a "rough
draft" of the eventual new supplemental battery. Roughly 300
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soldiers completed the PTB in Fall 1984 as part of a field test of
this battery.

MVI estimates were calculated for the PTB tests to inform
These measures assess psychomotor ability using tracking and
firing tasks. Basic processing speed is indexed using reaction
time, perceptial speed, target indentification, and short term
memory exercises. Perceptual speed and general accuracy are
measured by the tracking and short term memory tasks. Cannon
shoot and number memory exercises also appear in the PTB.

Early in 1985, results from the administrations of the PB
and the PTB were analyzed to inform decisions about revisions to
the supplemental predictor measures prior to full-scale tryout in
a concurrent validation study. The development of the PB and PTB
was guided by a model of job performance constructs and by an
extensive review of the the job performance prediction literature.
With only minimal validity information on the new measures, theory
and expert judgments played a larger role in revision decisions
than did empirical results. There were, however, two key
questions addressed by the empirical data on both the PB and PTB.
The first question was how reliably each of the predictor
constructs was measured by the new batteries. The second question
concerned the extent to which the new measures overlapped and were
redundant with the existing predictor battery, the ASVAB.

In making revisions for the concurrent validation, a
significant reduction in testing time was required. The Pilot
Trial Battery required approximately 6 hours to administer. The
successor battery, the Trial Battery (TB), had to fit within a 4
hour time block. To inform reduction decisions, we sought to
develop a single index that imcorporated both reliability and
redundancy information. We now turn to a description of the
derivation of this index.
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DERIVATION OF THE MVI INDEX

Our goal in developing the MVI Index, was to derive an
expression for the maximum possible increase in squared validity
in terms of available information on the reliability of the new
and existing measures and the correlations among these measures.
In addressing a very similar problem, Flanagan (1959) described a
"Potential Unique Validity Coefficient". This coefficient is
defined as:

SQRT( REL(Y) - R**2(Y;X)/REL(X) ),

where: Y is a new measure being added to an existing battery,
X is a vector of scores on the existing battery,
REL indicates the reliability of the new measure Y and

of a composite, X, of the existing measures, and

R**2(Y;X) is the squared multiple correlation when Y is
predicted from the existing vector X.

In the derivation of this coefficient, the reliability of Y
provides an upper bound for the squared predictive validity of Y
alone. The second term, R**2(Y;X)/REL(X), subtracts an estimate
of the variance in Y that is already accounted for by the existing
set of predictors. Flanagan describes this second term saying:

"To translate the multiple-correlation coefficient into *an
estimate of the overlapping variance, the coefficient is first
corrected for attenuation due to errors of measurement in the
composite. The corrected coefficient indicates the
correlation between the single test and a perfectly reliable
composite of the other . . . tests."

In practice, however, an existing battery is not a perfectly
reliable measure of the overlapping constructs. A new measure may
lead to increased validity by adding to the reliability with which
common predictor dimensions are assessed as well as by measuring
unique predictor dimensions.

The following notation is used in presenting the derivation
of the Index of Maximum Validity Increment:

X is the vector of n scores from the existing battery. It is
useful to separate X into "true" and "error" components, denoted
Xc and Xe, that reflect the reliability of the existing battery.

(01) X = L'*Xc + Xe

Without any loss of generality, we can assume Xc to be a
cannonical decomposition of X, with COV(Xc) equal to an identity
matrix. Xc may also have fewer dimensions than X and Xe or it may
be of full rank. The usual assumptions are made about zero
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correlations between the elements of Xe and Xc and that COV(Xe) =
Ex is a diagonal matrix whose elements are 1 minus the
reliabilities of the different measures in X. L is then a matrix
of the regression coefficients for predicting X from Xc. It is the
factor pattern matrix in the factor analysis model.

Y is the new score whose potential for increasing
predictive validity we wish to investigate. We can similarly
decompose Y into common, unique, and error components:

(02) Y = Byx'*Xc + Byu*Yu + Ye,

where Byx is a vector of regression coefficients for predicting Y
from the common dimensions, Xc; Yu is the reliable unique
component of Y uncorrelated with Xc and scaled so that VAR(Yu) =
1; and Ye is the error component with variance Se**2.

In assessing the maximum possible increase in validity that
could be attributed to Y, we wish to define a criterion variable Z
such that the increase in the variance accounted for when Y is
added is maximized. It is clear that Z will be a function of the
components of Y and will not contain error, since this would only
detract from the variance accounted for by Y. Thus, we can write Z
as:

(03) Z = Czc'*Xc + Czu*Yu,

where Czc is a vector of coefficients indicating the weight given
to each of the common dimensions and Bzy is a coefficient
indicating the weight given to Yu. We seek to calculate the
particular set of coefficients, Czc and Czu, that will maximize
the contribution of Y to the prediction of variance in Z, and then
to express the maximum increment to the squared validity
coefficient in terms of easily estimated characteristics of Y and
X.

For any criterion Z, we consider the partitioned matrix of
predictors P' = (YIX). The correlations among these predictors
may be similarly partitioned:

1 Ryx' )
(04) Rpp=(-----+------- )

( Ryx I Rxx )

The squared multiple correlation for predicting Z from X and Y is
given by:

(05) SMC(Z;X,Y) = Rpz'*Rpp-*Rpz

where Rpp denotes the inverse of the matrix of predictor
correlations, and Rpz is the vector of first-order correlations
between the predictors and the criterion. Morrison (1967) gives
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an expression for the inverse of a partitioned square matrix which
may be used here. This expression may be simplified in the
present case by the following definition:

(06) Let Uyx = 1 - Ryx'*Rxx-*Ryx

where Uyx is the proportion of variance in Y (unique and error)
not accounted for by X, Ryx'*Rxx-*Ryx being the squared multiple
correlation of Y with X. The inverse of the predictor correlation
matrix may be written as:

( Uyx- -Uyx-*Ryx'*Rxx-

(07) Rpp= -----------------------------------------------
(-Rxx-*Ryx*Uyx- I Rxx- + Rxx-*Ryx*Uyx'*Ryx'*Rxx-)

Partitioning Rpz' into (RzylRzx) and combining equations (5) and
(7), we get

(08) SMC(Z:X,Y)=Rzx'Rxx-Rzx + (Rzy*Rzy-2*Rzy*Ryx'*Rxx-*Rzx
+ Rzx'*Rxx-*Ryx*Ryx'*Rxx-*Rzx) / Uyx

which may be further reduced to:

(09) SMC(Z;X,Y)=Rzx'*Rxx-*Rzx + (Rzy-Rzx'*Rxx-*Ryx)**2/Uyx

Since SMC(Z;X) = Rzx'*Rxx-*Rzx, the increase in squared multiple

correlation due to adding Y to the predictor set is given by

(10) V21(Z;Y:X) = (Rzy - Rzx'*Rxx-*Ryx)**2/Uyx

The final step in the derivation of the MVI index is to
determine the coefficients Czc and Czu that maximize the
expression in (10) and then determine the maximum increment in
squared validity at that point.

The following expressions show the expressions in (10) in
terms of the decompositions of X, Y, and Z given in equations

(I -(3) :

(11) Ryx = L'*Byc

(12) Rzy = Byc'*Czc + Byu*Czu

(13) Rzx = L'*Czc

Substituting equations (11) through (13) into (10) gives:

(14) V2I(Z;Y:X)=(Byc'*Czc+Byu*Czu-Byc'*L*Rxx-*L'*Czc)**2,Uyx

This expression can be further simplified using the following
definition:
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(15) Let Ux = I - L*Rxx-*L'

In this expression, L*Rxx-*L' is the covariance OLS estimates of
Xc based on the observed X.

At the same time, we can express Czu in terms of Czc and the
VAR(Z). We can scale Z so that VAR(Z) is 1 giving:

(16) VAR(Z) = 1 = Czc'*Czc + Czu**2

Combining (15) and (16) with (14) leads to:

(17) V2I=(Byc'*Ux*Czc+Byu*SQRT(l-Czc'*Czc) )**2 / Uyx

Let Dzc be the value of Czc for which V21 is maximized. At
this point, the gradient of V21 with respect to Czc will be zero.

* .The gradient of V21 may be expressed as:

(18) dV2I/dCzc=2*{Byc'*Ux*Czc + Byu*SQRT(I-Czc'*Czc)}
*{Ux'*Byc-Byu*Czc/SQRT(1-Czc'*Czc) I/Uyx

When the first major factor is zero, the function in (18) is
minimized at zero. The maximum value is obtained when the second
major factor in (18) is zero. In this case:

(19) Dzc = Ux*Byc*SQRT(1-Dzc'*Dzc)/Byu

In order to obtain an explicit expression for Dzc, we
substitute Dzu back into the equation and then solve for Dzu in
terms of Dzc using equation (16). Substituting Dzc into (19)
gives:

(20) Dzc = Ux*Byc*[Dzu/Byul

Substituting this expression for Dzc into (16) leads to:

(21) Dzu**2*(l + Byc'*Ux'*Ux*Byc/Byu**2) = 1

This leads to the following explicit solution for Dzu:

(22) Dzu = Byu / SQRT( Byu**2 + Byc'*U2x*Byc )

Substituting this expression back into (20) gives:

(23) Dzc = Ux*By / SQRT( Byu**2 + Byc'*U2x*Byc

Note that if the constructs Xc were measured with perfect

reliability by X, then the covariance of the predicted values,
L*Rxx-*L' would equal the actual covariance of Xc, I, so that Ux
would be zero. In this case the incremental validity would be
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maximized when Czc=O and Czu=l. Here only the unique portion of Y
would contribute to increases in validity. In general, however,
the common portion of Y may also contribute to increases in
validity coefficients by adding to the reliability with which the
underlying constructs, Xc, are measured.

Substituting the expressions for Dzc and Dzu into (17) gives
a value for the maximum increase in squared validity of:

(24) MVI={(Byc'*O2x*Byc+Byu**2) / SQRT(Byc'*U2x*Byc+Byu**2)}**2

/ Uyx

where U2x = Ox*Ux. Further simplification leads to:

(25) MVI = (Byc'*O2x*Byc + Byu**2) / Uyx

What remains is to translate the terms in (25) into more
commonly estimated characteristics of X and Y. Expanding U2x from
its definition and (15) gives:

(26) U2x = I - 2*L*Rxx-*L' + L*Rxx-*L'*L*Rxx-*L'

The term L'*L in the middle of the last expression may be
expressed in terms of the correlations among the observed measures
X and the error variances of X. From equation (1) and the
definitions of Xc and Xe, the correlations among the observed
measures are given by:

(27) Rxx = L'*L + Ex

Solving for L'*L and substituting into (26) gives:

(28) U2x = I - 2*L*Rxx-*L' + L*Rxx-*(Rxx-Ex)*Rxx-*L'

which simplifies to:

(29) U2x = I - L*Rxx-*L' - L*Rxx-*Ex*Rxx-*L'

Substituting this expression for U2x into (25) gives:

(30) MVI = (Byc'*Byc - Byc'*L*Rxx*L'*Byc -
Byc'*L*Rxx-*Ex*Rxx-*L'*Byc+Byu**2) / Uyx

The following identities translate terms in (30) into more

commonly estimated statistics:

(31) REL(Y) = Byc'*Byc + Byu**2

(32) Byx = Ryx'*Rxx- = Byc'*L*Rxx-

where Byx is the vector of standardized regression coefficients
for predicting Y from X, and
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(33) SMC(Y;X) = Byx'*Rxx-*Byx = Byc'*L*Rxx-*L'*Byc

Substituting these expressions for components of (30) leaves us:

(34) MVI-(REL(Y)-SMC(Y;X)-Byx'*Ex*Byx) / (l-SMC(Y;X))

Equation (34) completes our derivation of the Index of Maximum
Validity Increment. This statistic is defined in terms of the
reliability of Y, the squared multiple correlation from regressing
Y on X, and the sum of the error variances of the measures in X
weighted by the regression coefficients for predicting Y from X.
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ESTIMATION OF POPULATION MVI INDEX VALUES

In deriving the MVI index, we did not introduce the issue of
estimation of population values from sample statistics. The issue
of estimation is complicated in the present case by the fact that
data are available only on pre-selected samples. Ideally, we
would like to know the potential contribution of our new measures
for a population of applicants or potential applicants, prior to
selection.

The MVI index is the ratio of different statistics which are,
themselves, nonlinear functions of observed values. The
theoretical derivation of the sampling distribution of this
statistic is well beyond the scope of the present eff _t,
particularly since we are concerned with something other than
simple random samples from the population. Our approach is to
estimate corrected population values for each of the components of
the MVI index. We then divide our overall sample into replication
subsamples and observe the variation in our population estimates
across these replications.

Because of the need for replication samples, we have chosen
to use only the larger PB sample (n=8943) in our investigation of
estimation accuracy. Within the PB, we have selected two types of
measures for this part of the study. The first set of measures
are the cognitive tests. These tests are expected to have a high
degree of reliability, but also a significant degree of overlap
with the existing ASVAB. The second set of measures comes from
the Biographical Questionnaire. The composite indices generated
from the biographical questions are expected to have much lower
levels of overlap with the ASVAB and also a greater degree of
variation in their reliability.

In carrying out estimation of MVI values, we have used the
1980 norm sample for the ASVAB as the target population for which
MVI values are sought. (See Bock & Moore, 1984 for a description
of the 1980 norm sample.) This group, a nationally representative
sample of 18-23 year olds, is considered a more stable target than
populations of actual military applicants, as the characteristics
of applicant groups vary over time as a function of the economic
and political climate. Bock and Moore (1984) give ASVAB subtest
reliability estimates for the 1980 norm sample. Maier and Truss
(1983) give descriptive statistics, including ASVAB subtest
correlations, for this same sample, and Mitchell and Hanser (1984)
give means and standard deviations for the restandardized subtests
for this sample.

In estimating the squared multiple correlations between each
of the new tests and the existing battery, we have used the
classical multivariate adjustments due to Lawley (1943). As
described by Lord and Novick (1968, p l46-143i , these 3d-ustment3
involve (1) substituting known populit-on cov3riince v31ies for
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the selection tests, (2) correcting the correlations between
selection tests and other variables using:

(35) Cyx = Syx*Sxx-*Cxx,

where Syx and Sxx are covariances from the selected sample, and
Cxx are the known covariances for the unselected population, and
Cyx are the estimates of the population covariances, and (3)
adjusting the covariances among the new variables using:

(36) Cyy = Syy - Syx*(Sxx - - Sxx-*Cxx*Sxx-)*Syx'

where Syy, Syx, and Sxx, again, represent covariances on the
selected sample and Cxx and Cyy represent estimates for the
unselected population. The squared multiple correlation for each
new test is then estimated by:

(37) SMC(Y) = Byx*Cxx*Byx' / Cyy,

where Byx = Cyx*Cxx" = Syx*Sxx-.

Estimating population reliabilities for the cognitive tests
proved to be problematic. These tests were significantly speeded
and data from neither parallel forms nor separately timed halves
were available for the PB examinees. We decided to use published
reliability estimates for these tests. As expected, these
reliabilities tended to be lower than coefficient alpha values
estimated from the sample at hand, since the coefficient alpha
values included spurious components of correlation due to the
speeded nature of the tests. While the published reliabilities
were not specifically estimated for the present target population,
there was no reason to expect any significant differences betwen
the publisher's norming populations and our target population.

The biographical questionaire was not at all speeded, so
coefficient alpha reliability estimates were judged appropriate.
Population reliability estimates were computed by adjusting the
sample coefficient alpha values using the correction for
heterogeneity differences given in Lord and Novick (1968, p. 130).
The specific adjustment was:

(38) POP REL(Y) = 1 -

(1 - SAMP REL(Y))*SAMP VAR(Y) / POP VAR(Y).

The population variances were estimated using the Lawley
correction as described above.

In addition to estimating MVI index values for the two sets
of PB measures, we sought to estimate confidence bounds for the
MVI index estimates. To do this, we divided the whole sample of
8,598 soldiers into 12 independent using the least significint
digits of the encrypted SSN. The resulting samples [ncljdei
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between 710 and 720 soldiers each. We computed MVI index values
separately for each sample and then examined the variance in the
estimates across the 12 replication samples.

We also sought to test the effectiveness of the adjustments
for restriction of range by further attenuating observed variances
in the sample data. To accomplish this, we redivided the entire
PB sample into discrete levels of ability using the AFQT composite
of ASVkB subtests thought to index general cognitive ability.
Examinees were rank ordered on this index and divided into 12
discrete ability groups. In the ASVAB reference population, the
standard deviations of subtest scores has been set at 10. The
equivalent standard deviations for the PB sample is shown in Table
I along with the average of the ASVAB subtest standard deviations
across the different replication samples.

TABLE 1

AVERAGE ASVAB SUBTEST STANDARD DEVIATIONS
ACROSS REPLICATE SAMPLES

REPLICATION SAMPLES

ENTIRE EQUIV. STRATIFIED
ASVAB SUBTEST SAMPLE SAMPLES SAMPLES

GENERAL SCIENCE 8.44 8.44 6.44
ARITHMETIC REASONING 7.36 7.36 4.14
WORK KNOWLEDGE 7.05 7.06 4.21
PARAGRAPH COMP 6.79 6.80 4.75
NUMERIC OPERATIONS 6.39 6.38 5.87
CODING SPEED 7.03 7.03 6.78
AUTO SHOP 8.98 9.00 8.58
MATH KNOWLEDGE 7.63 7.62 5.45
MECHANICAL COMP 8.54 8.53 7.54
ELECTRONICS INF 8.14 8.14 7.49

Table 2 shows the resulting mean MVI Index estimates and the
estimates of the standard errors of these means based on the

variation in index values across replication samples. In these
analysis, we also added a second set of "equivalent" replization
samples. This new set included 43 subsamples of roughly 200
soldiers each. We sought to examine the performance of the MV'
estimators for samples of this size, since this approximated the
size of the samples for which PTB field test dat3 were avai Ible.
(While the entire PTB sample was roughly 300, not al soldiers
completed all measures, so 200 .s a more rea :stic ipproxma -.
to the number of soldiers for whom nart cular sets of 3ot 3-
ava 1 labble.)
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The standard errors shown in Table 2 are estimates of the
standard errors of the means across replications. As such they
are estimates of the standard errors of the estimate for the
entire sample, assuming that the estimator is at least
approximately linear (so that the mean of the estimators for the
subsamples is approximately equal to the estimator for the whole
sample). The values obtained from the equivalent sample
replications (with only moderate range restriction) are acceptably
low. The median values for the standard errors from the 700 case
sample replications are .010 for the cognitive measures and .006
for the biographical scales. The median values are very nearly
identical for the estimates based on the 200 case sample
replications. These values compare favorably to the theoretical
standard error of a (simple random sample) correlation coefficient
with a true value of 0. For samples of this size, the correlation
coefficient would have a standard error of .011. As with
correlation coefficients, there was some tendency for smaller
standard errors to be associated with larger MVI values.

The standard errors estimated from the stratified samples
(with greater range restriction) were considerably larger. Here
the median values were .061 for the cognitive tests and .017 for
the biographical scales. The significantly 1,rger standard errors
for the cognitive tests were consistent with the significantly
greater reduction in heterogeneity for these measures in
comparison to the biographical scales.

The results in Table 2, also suggest a degree of mean bias in
the MVI values associated with the degree of restriction in range
and with sample size. The estimates based on the 700 case
equivalent replication samples are consistently about .01 lower
than the estimates based on the whole 8500 case sample. The
estimates from the 200 case samples were on average .06 lower than
the whole sample estimates. The stratified sample estimates
showed more ma-or underestimates for those tests were the range
restriction was greatest, with a maximunm underestimat:on of .?

for Choosing a Path.
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MVI Index Means and Standard Errors
Fzr :e To:al and A:ernaztve RepL:a:cn Sap:1es

700 CASE 200 CASE 70C CASE
REPLICATION REPL:CATION STRAT:F: E:

TOTAL SAMPLES SAMPLES SAMPLES
SAMPLE - -

MEASURE VALUE MEAN S.E. MEAN S.E. MEAN S.E.

COGNIT-VE TESTS
VCsuazza:on .69 .68 .010 .64 .009 .54 .08T

Numerical Reasoning .55 .54 .010 .48 .015 .50 .060
Choosing a Path .63 .62 .009 .57 .01: .44 .07S
Figure Class:fica:ion .71 .70 .005 .64 .008 .56 .055
Following Directions .47 .46 .017 .39 .C01 .44 .070
-anagan Assembly .31 .29 .021 .22 .019 .26 .049

Hidden Figures .77 .76 .005 .72 .006 .64 .05E
Map Planning .61 .59 .013 .54 .014 .49 .061

BIOGRAPHICAL SCALES
Academic Attitude .72 .70 .003 .67 .007 .68 .009
Cu:tu:al-Literary .51. .49 .012 .44 .012 .41 .022
Parental Control .75 .74 .006 .70 .007 .71 .020
Atheletic Interest .71 .69 .010 .65 .010 .65 .017
Sibling Harmony .66 .65 .005 .60 .009 .62 .026
Independence .50 .48 .013 .42 .011 .45 .01.5
Scientific interest .80 .79 .006 .75 .006 .76 .012
Parental Closeness .88 .86 .003 .83 .004 .83 .00-
Academic Achievement .78 .77 .002 .73 .006 .73 .0,4
Leadership .81 .80 .005 .76 .008 .75 .01i
Sociability .74 .73 .006 .68 .007 .70 .012
Ad-ustment .74 .73 .004 .68 .007 .70 .012
ln:ellectua1lsm .44 .42 .010 .37 .0il .36 .022
Shop ::asses .28 .26 .011 .-9 .012 .20 .03"

offices Classes .40 .38 .009 .3i .016 .31 .C2C

MV: VALUES FOR THE P.LOT TR:AL BATTERY

Re! iaz:" iv. and redundancy values were =a:cu=zla ted fc: tne ?T3
tests :n :he manner described abcve. Est.mazed re" az_.t::es are
a:Dna coefficients. corrected for attenuation zsinc alor:tnm 38'.
Taz'e 2 g.ves estimated MV: values for tests :n the t:_-t 7r:al
::er',,-acain, t"eatnc t- e ASV'AB suctests as :ni, ex..Sz-.r:er.=

?e :as::ilies, scuared mu't:z.e :crre at.:ns, n:e ..... s" e
er:: .measure for :ne existnz measu-ees
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?CPUr AT:ON ESTMATES SAM?.%_- rA S-

MEASURE MV: REL SMO ERRX REL SMO

?SYCHOMOTER AND PERCEPTUAL MEASURES
S:.-e Reaction Time 0.81 0.92 0.32 0.052 0.90 0.-
Zom:lex Reaction Time 0.8, 0.9i 0.32 0.044 0.89 C.15
Per:. Sneed % Corr. 0.67 0.87 0.4i 0.069 C. 3 O.19
Per=. Speed, Mean T.me 0.87 0.96 0.14 0.075 0.96 0..:
Per:. Sneed, Slone 0.75 0.88 0.17 0.093 0.88 0.-,4
Per:c. Sneed, :ner:cept 0.6" 0.79 0.3: 0.057 C.-4 0.-E
TRac n - 'Mean Error 0.83 0.97 0.33 0.085 C.9 .2 .
Target :", % Correct 0.73 0.85 0.1.4 0.077 0.84 0. C.
Targe- ::, Mean Time 0.88 0.96 0.23 0.057 0.96 0.20
Tracking 2 Mean Error 0.87 0.97 0.25 0.066 C.97 0.2Z
Short Term Mem, % Corr 0.61 0.81 0.42 0.038 0.72 C.4

Short Term Mem, T, me 0.85 0.94 0.-7 0.066 0.94 C.'" i
Short Term Mem, Slope 0.45 0.58 0.J.8 0.032 0.52 0.7
Short Term Mem, :nter 0.70 0.87 0.32 0.073 0.84 0.-6
Cannon Shoot Ti.me Error 0.83 0.89 0.17 0.034 0.88 0.0"
Number Memory % Corr 0.24 0.69 0.52 0.055 0.63 0.43
Number Memory, Time 0.76 0.96 0.48 0.083 0.95 0.37
Target Shoot, Time 0.86 0.92 0.16 0.036 0.91 0.1"
Target Shoot, Error 0.75 0.86 0.18 0.069 0.86 0.-6

BIOGRAPHICAL SCALES (ABLE)
Emotional Stab.iity 0.83 0.87 0.16 0.08 0.86 0.06
Self Esteem 0.77 0.84 0.25 0.038 0.82 0.07
Cooperativeness 0.72 0.78 0.08 0.037 0.7- 3.36
Conscientiousness 0.72 0.82 0.2.: 0.063 0.2: 0.02
Nondel inquency 0.78 0.84 0.22 0.037 0.84 0 29
Tradit.ional Values 0.59 0.72 0.13 0.069 0.-0 0.38
Work Orientation 0.79 0.86 0..4 0.039 0.25 0. -
internai Control 0.70 0.8L 0.i9 0.052 C.9 C.1
Energy Level 0.79 0.86 0.2.6 0.042 Z.. 0.0
Dominance 0.83 0.88 0.16 0.02. 0.86 0.::
Pvsical Condition 0.85 0.87 2.04 0.022 2.
Soc:al Desirabi.ity 0.64 0.72 .25 0.02" ^.68
Self Knowledge 0.58 0.62 0.06 9 .62

Random Response 0.48 0.60 0.2. 0.>
?oe: ..ZressIcns 0.56 0.64 ..- ..-.
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, .-- (Cont:nued,
MVi ...- ,,." STAT: STICS

FF.. PIL2 . '. BATTERY MEASURES

POPULAT:ON ESTIMATES SAMPLE VALUES

MEASURE .MVI REL SMC ERRX REL SMC

------------------ 

-- ---- ----

PAPER AND PENCIL COGNITVE TESTS
Assemble Obiects 0.50 0.83 0.53 0.066 0.79 0.42
Ob~ect Rotation 0.77 0.88 0.36 0.035 0.86 0.22
Shapes Test 0.7. 0.86 0.40 0.034 0.82 0.23

Maze Test 0.59 0.84 0.47 0.056 0.78 0.28
Path Test 0.65 0.87 0.51 0.042 0.82 0.32
Reasoning 1 0.60 0.80 0.37 0.047 0.78 0.32
Reasoning 2 0.43 0.64 0.31 0.033 0.63 0.29
Orien:ation 1 0.76 0.93 0.49 0.056 0.92 0.39
Orientation 2 0.77 0.91 0.47 0.037 0.89 0.33
Orientation 3 0.58 0.91 0.66 0.049 0.88 0.56

INTEREST INVENTORY SCALES (AVOICE)
Marksmanship 0.65 0.79 0.25 0.059 0.79 0.24
Agriculture 0.59 0.68 0.12 0.041 0.68 0.13
Mathematics 0.76 0.82 0.09 0.036 0.82 0.09

* Aesthetics 0.65 0.77 0.15 0.072 0.77 0.15
Leadership 0.76 0.82 0.13 0.033 0.8. 0.06
Electronic Communic 0.87 0.93 0.24 0.032 0.92 0.08
Automated Data Proc. 0.84 0.88 0.07 0.028 0.88 0.05
Teacner/Counsellor 0.79 0.82 0.06 0.023 0.82 0.06"
Drafting 0.75 0.85 0.15 0.068 0.85 0.14
Audiographics 0.77 0.84 0.16 0.034 0.82 0.07
Armor/Cannon 0.71 0.83 0.17 0.066 0.83 0.18
Vehicle/Eculp Oper 0.75 0.86 0.22 0.061 0.86 0.20
Outdoors 0.65 0.80 0.25 0.062 0.79 0.23
infantry 0.64 0.81 0.20 0.096 0.81 0.19
Science!Chem Oper. 0.86 0.89 0.09 0.022 0.89 0.07
Supply Admin. 0.90 0.92 0.08 0.013 0.52 0.03
Office Admin. 0.90 0.94 0.10 0.032 0.94 0.09
raw Enforcement 0.84 0.88 0.09 0.029 0.88 0.08
Mechanics 0.75 0.95 0.41 0.099 0.95 0.36
SElectronics 0.88 0.96 0.28 0.050 0.96 0.20
Heavy/Combat Constr. 0.79 0.94 0.30 0.093 0.94 0.26
Medxca. Service 0.92 0.95 0.07 0.027 0.95 0.07
Food Service 0.22 0.9i 0.23 0.048 0.29 0. 9
Azcnevemen: Compos. 0."9 0.55 0.:" 0.029 0.36 2.-6
S-fezv Comnosite 0.46 0.59 0.i9 0.02, 0.53 .
Clmfzr: Comzcs::e 0.52 0.73 0.24 0.043 0.69 3.4
" Status Comoos~:e 0.49 0.70 0.34 0.03. 0.63 0.20
A-truism Composite 0.56 0.69 0.24 0.026 0.64 C.Z.
SA. zsncmy Comos :e -0.02 0.27 .. 069

4b6
• '. ,' " %,.,• " '.'.'."-'-'.-. .... ." .' "'.''..L C'L'T& L' 2 -/ .--,',." .. /' ' " "0...':. v -



SUMMARY AND CONCLUJSIONS

The index of Maximum Validity Increment was shown to provide
a rational combination of estimates of the reliability and the
degree to which the new test overlaps existing measures. It is
important to keep in mind that this index is not a prediction of
actual validity increments. The MVI index is intended only to
provide an ordering of new tests that places tests that are both
reliable and not overly redundant ahead of tests that are

* deficient in one or both respects. The MVI Index was shown to
* have a level of stability that is not significantly less than the
* stability of the squared multiple correlations that measure the

redundancy component of the index.

The MVI Index did provide an informative summary of
information available on the particular measures included in the
Pilot Trial Battery. As expected, the paper-and-pencil cognitive

* tests did exhibit a fairly high degree of overlap with the
* existing battery (R**2 > .3). As a result, the MVI Index values

generally fell at or below .7. The biographical and interest
measures, on the other hand, tended to show very little overlap
with the existing battery. In the case of these variables, the
MVI values closely paralleled the estimates of reliability for the
individual composites (generally > .7) . The psychomotor and
perceptual measures, administered by computer, covered the range
between these two extremes. The "percent correct" scores from the
computer battery tended to have reqlatively high dedgrees of
overlap with the existing battery and correspondingly low MVI
values. The response time measures, however, tended to be both
relatively independent of existing ASVAB measures and also highly
reliable.

There appear to be at least two avenues for further research
on the problem of indexing the potential contribution of a new

* measure to an existing battery. The first concerns appropriate
corrections for shrinkage of the estimates in small samples. The
underestimation of population values that seems to be related to
both small sample size and more extreme restrictions in range, is
primarily related to an overestimation of the overlap component of
the index. The introduction of ridge regression coefficients or
other standard corrections for spuriousness in squared multiple
correlations, appears to be indicated.

A second avenue for further research will be to compare the
MVI values for these tests with actual increments in predictive
validity for a variety of different criterion measures. Such
analyses are scheduled in the processing of the Concurrent
Validity data now being collected.

457



REFERENCES

Alley, W. E., & Matthews, M. D. (1982). The Vocational Interest
Career Examination. Journal of Psychology, 112, 169-193.

Bock, R. D. & Moore, E. G. (1984). Profile of American Youth:
Demographic Influences on ASVAB Test Performance. Washington
DC: Office of Assistant Secretary of Defense (Manpower,
Installations and Logistics).

Eaton, N. K. and Goer, M. H. (1983). Improving the Selection,
Classification, and Utilization of Army Enlisted Personnel.
Research Note 83-37. Alexandria, Va: U. S. Army Research
Institute. Eaton, N. K. (1984). Improving the Selection,
Classification, and Utilization of Army Enlisted Personnel:
Annual Report, 1984 Fiscal Year. Research Report 1393.
Alexandria VA: U. S Army Research Institute.

Ekstrom, R. B., French, J. W., & Harman, H. H. (1976). Manual for
Kit of Factor Referenced Cognitive Tests. Princeton, NJ:
Educational Testing Service.

* Flanagan, J. C. (1959) . Flanagan Aptitude Classification Tests:
Technical Report. Chicago: Science Research Associates.

Flanagan: J. C. (1965) Flanagan Industrial Test Manual. Chicago:
Science Research Associates.

* Gough, H. G. (1975) . Manual for the California Psychological
Inventory. Paul Alto, CA: Consulting Psychologists Press.

Jackson, D. N. (1967). Personality Research Form manual. Goshen,
NY: Research Psychologists Press.

Lawley, (1943)

Lord,F. M. and Novick, M. R. (1968). Statistical.Theories of
Mental Scores. Reading, mass: Addison-Wesley.

Maier, M. H. & Truss A. R. (1983). Validity of ASVAB Forms 8, 9,
and 10 for Marine Corps Training Couirses: Subtests and
Current Composites. Alexandria, VA: Center for Naval
Analysis.

Mitchell, K. J. & Hanser, L. M. (1984). The 1980 Youth Population
Norms: Enlistment and Occupational Classification Standards
in the Army. (Technical Report lxxx) . Alexandria, VA: U. S.
Army Research Institute.

Morrison, D. F. (1967). Multivariate Statistical Methods. New
York: McGraw-Hill.



Owens, W. A., & Schoenfeldt, L. F. (1979). Toward a
classification of persons. Journal of Applied Psychology
Monographs, 64, 569-607

Petersen/Wing (1985 APA papers)

Rotter, J. B. (1966). Generalized expectancier for internal
versus external control of reinforcement. Psychological
Monographs, 80.

Ruch, F. L., & Ruch, W. W. (1980). Employee Aptitude Survey:
Technical Report. Los Angeles: Psychological Services.

Tellegen, A. (1982). Brief Manual for the Differential
Personality Questionnaire, Unpublished manuscript, University
of Minnesota.

U. S. Army Research Institute (1983). Improving the Selection,
Classification and Utilizat8ion of Army Enlisted Personnel.
Project A: Research Plan. (Research Report 1332).
Alexandria, VA: U. S. Army Research Institute.

459

• o



PERSONAL CONSTRUCTS, PERFORMANCE SCHEMATA, AND -FOLK THEORIES"
OF SUBORDINATE EFFECTIVENESS: EXPLORATIONS IN AN

ARMY OFFICER SAMPLE

Walter C. Borman
Personnel Decisions Research Institute

Manuscript submitted for publication

September 1985

The research was performed under U.S. Army Research Institute Contract
MDA903-82-C-0531. This research program (Project A) is a long-term,
large-scale effort concerned with improving the selection and clas-
sification of enlisted soldiers in the U.S. Army. Views expressed
here do not necessarily reflect those of the Army or any other agency
of the U.S. Government.

461

4*. -°'_ % % %- - " . ""% - "L ""'' . " ''% '""'"" " . % " . % % " - % %- %. ' "% Jq %--- -', "- % % w" %



462



_171 T V .

Exploring Personal Work Construts

Abstract

This research employs personal construct theory (Kelly, 1955) to

explore the content of categories or schemata that might be used in

making work nerformance judgments. Twenty-five experienced U.S. Armyv

officers, focusing on the job of non-commrissioned officer (first-line

supervisor), generated independently a total of 189 personal work

constructs they believe differentiate between effective and

ineffective NCOs. The officer subjects numerically defined each of

their own 6-10 constructs by rating the similarity between each of

these constructs and each of 49 reference performance, ability, and

personal characteristics concepts. Correlations were computed between

the subject-provided similarity ratings for the constructs, and the

189 x 189 matrix was factor analyzed. Six interpretable content

factors were identified (e.g., Technical Proficiency, Organization),

with 123 of the 189 constructs from 23 of the 25 subjects loading

substantially on these factors. Findings here suggest that a core set

of constructs is widely employed by these offices as personal work

constructs, but that different officers emphasize different

6 combinations of this core set. The core criterion concepts should be

useful in the effort to develop NCO performance categories for second

* tour Army-wide performance rating scales.
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Exploring Personal Work Constructs

Personal Constructs, Performance Schemata, and "Folk Theories"

S of Subordinate Effectiveness: Explorations in an

Army Officer Sample

The research described in this paper explores applications of

personal construct theory (Kelly, 1955; Mancuso & Adams-Webber, 1982)

to research in performance appraisal. In particular, attention is

focused on "folk theories" of work behavior (Borman, 1983),

performance constructs used naturally by persons very familiar with a

job to make judgments about incumbents' effectiveness on the job.

Preliminary data are presented that reveal what these dimensions

might look like for experienced Army office managers focusing on the

NCO job. Similarities and differences in construct content are also

examined in this manager sample. Before describing this exploratory

5' work, a brief description of personal construct theory is in order.

Personal Construct Theory

As part of his ambitious psychological theory, Kelly (1955)

observed that each person characteristically evolves, for his or her

convenience in anticipating events (or other persons' activities),

construction systems reflecting his/her personal way of viewing and

interpreting these events. That is, individuals develop personal

construct systems which they use to judge events and to make

predictions about future events. Most important for the present

purpose is that some of these categories are imposed on their person

perceptions. These interpersonal filters may influence observations

and judgments about other people by providing frames-of-reference or

sets that make perceivers look for certain kinds of interpersonal
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Exploring Personal Work Constructs

information and interpret this information according to their own

.4 constructs (Duck, 1982).

Research and practice utilizing personal construct theory

consistently employs as an instrument the Kelly Repertory Grid (Rep

Grid) procedures. Kelly's method requires subjects first to identify

persons they know who fit certain roles (e.g., mother, best friend,

etc.) and then to examine triads of these role persons (e.g., role

person 1 and 3 vs. 7, 1 and 7 vs. 3, etc.), describing in their own

words how the two persons differ from the third. This is done for as

many triads as is desired for the particular application.

Once the personal constructs have been elicited, individuals'

category systems can be studied in their own right. For example, in

clinical settings, where the theory is applied most often, therapists

* . may use the constructs elicited from a patient to help understand that

patient's view of other persons, the kinds of differentiating

constructs he or she uses in perceiving his/her interpersonal world

(Epting, 1984). In addition, individual patients are sometimes asked

to rate their role persons on each of their own personal constructs,

and these ratings are then correlated or even factor analyzed (for a

particular patient) to assess the structure of the patient's personal

construct system (e.g., Widom, 1976). Various interpretive rules of

thumb have been developed to help personal construct-oriented

therapists to diagnose problem "thinking sets" from the kinds of

constructs generated and the structure of the construct

interrelationships (Adams-Webber, 1979).
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Exploring Personal Work Constructs

Relationships Between Personal Constructs and Other Cognitiv'e

Structures

In this section attempts are made to assess briefly similarities

and differences between the v3rious cognitive structures most often

attended to in the social cognition literature (e.g., Cantor &

Mischel, 1977; Hastie, 1981; Landman & Manis, 1983; Rosch, 1978, Wyer

& Srull, 1980) and to evaluate how personal construct systems might be

related to these concepts. Schema is first of all a generic term that

subsumes several other hypothesized cognitive structure terms.

Schemata are thought to be categories and/or knowledge structures that

persons use to organize and simplify the complex and varied inter-

personal information typically present in a social context. In the

~1 social information processing sequence of attention, encoding,

retrieval, and evaluation (e.g., Taylor & Crocker, 1981), schemata are

used to select and pare down the information being processed. They

may even be a biasing feature of interpersonal cognitive activity in

that perceivers may process observed behavior according to their

schematic category structure, at the expense of processing the

behavior actually observed.

Regarding different types of schemata, prototypes are

hypothesized structures that highlight modal or typical features of a

category (Hastie, 1981). Prototypes can be thought of as good

examples of a schema (e.g., George is a perfect example of what I

mean by dominant). Stereotypes are categories associated with groups

V. of persons (Hamilton & Gifford, 1976). They tend to have, as well, a

more affective component than other kinds of schemata. Impli-
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personality theories (Schneider, Hastorf, & Ellsworth, 1979) are said

to describe assumptions individuals make about relationships between

traits in people. These theories may or may not accurately reflect

how traits actually covary in the population.

How does the concept of personal constructs fit in here? First,

the concept is in general very similar to the notion of schemata

(Landman & Manis, 1983). Personal construct theory posits that

category systems for individuals within a "focus of convenience" (a

particular context - for example, a supervisor in a work setting) aid

in organizing and simplifying information. Further, the concepts of

prototypes and stereotypes are not in any way contradictory to the

notion of personal constructs. Personal construct theorists have

noted that prototype exemplars for constructs can certainly exist and

help in better defining an individual's personal categories (Gara,

1982), and personal construct theory views stereotyping as occurring

when a person's construct system in relation to a group lacks

"individuation and differentiation" (Adams-Webber, 1979). In effect,

everyone in the group is seen as standing about the same on his/her

personal constructs. Finally, the aspect of personal constructs that

emphasizes structure of the construct system and relationships between

a person's different constructs is certainly very similar to the

concept of implicit personality theory.

Thus, personal construct theory shares most features of the

social cognition literature's schematic processing concepts. As we

will see, an advantage to applying personal construct theory to the

special case of performance appraisal, in addition to the previous
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Exploring Personal Work Constructs

introduction of schema notions to this area (e.g., Feldman, 1981;

Ilgen & Feldman, 1983; Lord, Foti, & Phillips, 1982), is that the Rep

Grid arising out of research with personal constructs provides a

useful vehicle for eliciting categories that may be useful in helping

to understand the performance rating process.

Application of Personal Construct Theory to Performance Rating in

Organizations

Personal construct theory has not to my knowledge been directly

applied to the perception of individuals' work performance. Yet it

seems reasonable that persons very knowledgeable about a job might

develop over time constructs or categories they use to judge

incumbents' performance on the job. Of particular interest here are

possible similarities and differences in construct content that may

have important implications for performance judgments and ratings.

First, based on previous investigations of personal constructs in

interpersonal perception research, it seems reasonable that there may

be important individual differences in work-related constructs that,

to a degree, affect what a rater looks for in observing ratee work

behavior. Consider, for example, if one rater has an important

construct, "getting along smoothly with others on the job," and a

second rater does not share that construct or anything like it, the

first rater may be more likely than the second to focus on work

behavior related directly to that aspect of performance.

* Although individual differences in constructs have been

emphasized in past research, there may also be substantial similarity

in work-related category systems across, especially, experienced
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supervisors. Such similarities may result from many observations of

incumbents on the job that lead supervisors to similar views of what

constitutes effective and ineffective performance.

The relationships of personal constructs to perceptions of work

behavior may be akin to what might be called "folk theories" of work

performance (Borman, 1983). Interviews with persons about work on

jobs sometimes reveal what appear to be deeply felt and sometimes

idiosyncratic "theories" of job performance. Consider these

statements: A sales manager says with conviction, "You know what the

key to this (sales) job is? Thinking on your feet with customers."

And, a first-line supervisor speaks, "Show me a person who comes to

work on time and I'll show you a good employee." Concepts such as

these can be viewed as elements of folk theories and may reflect

raters' category systems that help shape judgments about the

effectiveness of individual employees.

Of course, characteristics of the work situation and employees

themselves will in part dictate what raters observe and process when

viewing work behavior. When a salesperson makes the largest sale in

the history of the region, the regional manager rater is highly likely

to attend to that piece of performance information no matter what the

content of his or her personal constructs might be. Also, other

features of the situation that increase the salience of a particular

construct will make perceivers' use of that construct more likely

(Taylor & Fiske, 1978; Tversky, 1977). An example offered by Feldman

(1981) is that race is more likely to be a salient construct when a

ratee group has only one black than when it contains all blacks.
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In spite of potentially relevant situational and ratee factors,I the point to be emphasized here is that there may well be important

similarities and differences in raters' personal construct systems

related to observing and making judgments about work performance.

Specifically, raters who have similar construct systems may tend to

focus on like aspects of ratee performance and make similar

evaluations of its effectiveness; differences in raters' constructs

may lead to variations in the work behavior attended to and

subsequently recalled in evaluating performance. Thus, personal

construct similarities and differences may provide an inherent source

of interrater agreement and disagreement.

Although there has been progress in gaining conceptual

understanding of how personal constructs and schemata might impact on

person perceptions (e.g., Adams-Webber, 1979; Cantor & Mischel, 1979),

interestingly, we know little about what such categories may actually

"look like" in, for example, some representative sample of perceivers,

target persons, and situations. Thus, in the cognitive processing

literature, especially as applied to performance appraisal, little is

presented regarding what might constitute the substance or the content

of these constructs. One intention of the present study was to use

procedures developed in personal construct research to give us a

glimpse of the nature of work category schemata. Although the study

is directly concerned with personal work constructs and folk theories

of work performance, hopefully results will be relevant to the

literature on schemata, as well.
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present Research 

Regarding applications of personal construct theory to the rating 

of job performance, research is needed to (a) determine if raters 

can report me~ningful personal con$tructs related to effectiveness on 

jobs, (b) examine individual differences in such constructs, (c) 

evaluate the stability of these constructs in asses~ing work. behavior 

in different situations and contexts, and (d) assess the impact of 

these similarities/differences on observations of work behavior and 

ratings of work performance. 

The present work is concerned with (a) and (b) above. 

Effectiveness constructs were elicited from experienced officer 

managers in the U.S. Army, and similarities and differences tn these 

constructs were explored. A trait implication procedu~e (Borman, 

1983) had subjects rate the similarity between each of their 

constructs and each of 49 reference constructs, yielding subject

provided numerical definitions of the constructs and allowing 

correlational . analyses to describe the ~egree of similarity in content 

between different constructs. 

METHOD 

Subjects 

· Twenty-five officers in the U.S. Army participated in the 

resea~ch, focusing on the noncommissioned officer (NCO: fir~t-line 

supervisor) job. All officers had at least two years experience 

managing NCOs, and some had as many as twenty "~ ~rs experience (M • 

8.2). Twenty of the 25 officers had 6-10 y£~r~ ,l Army management . 

The officers were all from different units and had varying specialties .-
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(e.g., combat arms, engineering, intelligence).

Procedures

A variant of the Kelly (1955) Rep Grid was used to elicit

personal work constructs from the officers. In this research, officer

subjects were asked to think of and record the names of nine NCOs they.

considered to be effective, in their jobs and nine NCOs they considered

ineffective in their jobs. Six triad combinations of these 18 role

persons were then presented. Three triads consisted of two effective

versus one ineffective, and the other three compared two ineffective

versus one effective. Each role person appeared in one and only one

triad. Subjects were asked (in the two effective vs. one ineffective

NCO comparison) to record how the effective NCOs were different from

the ineffective NCO; that is, what it was about the effective NCOs

that differentiated them from the ineffective NCO. Subjects provided

a label and a definition for each of these differentiating constructs.

The officers were instructed to record for each triad comparison one

most salient distinguishing feature between the effective and

ineffective NCOs, even if it turned out to be the same or very similar

to a previous construct they had recorded.

After they made the six comparisons using the triads and

generated six constructs apiece, they were asked to consider the

effective and ineffective NCOs as two different groups and to record

additional constructs that differentiated the two groups, if others

occurred to them. These procedures resulted in a total of 189

4 personal work constructs for the 25 subjects (mean = 7.56, range

6-10). Eight example constructs appear in Figure 1.
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1. Hardworkinq--WiTling to work as long as necessary to accomplish

the job; also concerned about the quality of the job.

2. Trustworthy--Once a job has been assigned there is no need to

check on him (her).

3. Courage and Candor--Questions dumb rules and speaks own mind.

4. Priorities--Being able to identify those things that must take

precedence over others.

5. Technical Proficiency--Knowledge of job and resources to

accomplish mission; knows how to do the job better.

6. Firmness--Ability to control personnel and situations without

falling apart.

7. Teacher of Soldiers--Always takes the extra time required to

ensure soldiers know their task or mission before moving on.

8. Communicates Well--Communicates well with other soldiers,

officers, etc., detailed and to the point, tactful, informative,

good grammar.

Figure 1. Example personal work constructs.
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Exploring Personal Work Constructs

To obtain a numerical, subject-provided definition of each

personal work construct, a trait implication procedure (Borman, 1983)

was employed. This method requires a subject to rate the similarity

between each of his/her constructs and a number of reference concepts.

The similarity judgments for a construct, against the reference

concepts, then constitute a numerical definition of that construct,

and correlational analysis can proceed between vectors of similarity

ratings across different constructs (within or across subjects).

The critical first step in this procedure is to identify

reference concepts. They should be as much as possible exhaustive of

the target construct domain because the patterns of similarity ratings

for individual constructs of course depends upon the domain

represented.

Accordingly, 49 reference dimensions were developed to cover the

following domains: (a) personal characteristics and personality

traits, (b) cognitive and physical abilities, (c) performance

constructs relevant to most or all Army enlisted jobs, and (d)

military leadership constructs (see Table I for the concept labels).

The personal characteristics/personality traits were identified

by reviewing the constructs represented in major personality

inventories, as well as taxonomic and factor analytic work done in
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personality research (Hough & Kaiva, 1984). Sixteen personality

attributes appeared to cover this domain. The cognitive and physical

abilities emerged from reviews of these constructs (Peterson, 1984;

Peterson & Bownas, 1982). The nine cognitive and physical abilities

included mechanical and verbal ability and physical coordination. The

performance dimensions were identified in a large-scale critical

incidents study of enlisted soldier effectiveness (Borman, Motowidlo,

& Hanser, 1983). The 12 dimensions reflected a broad effectiveness

domain including elements of technical job performance, organizational

commitment, and organizational socialization. Finally, 12 leadership

dimensions for NCO first-line supervisors were developed in an

analysis of the NCO job (Hubein, Kaplan, Miller, Olmstead, & Sharon,

1983). As Table 1 shows, these included administration of personnel,

training soldiers, and organizing and controlling resources.

The 49 reference constructs were named and carefully defined.

The intention was to have subjects rate on a 5-point scale the

similarity Letween each of their own personal work constructs and each

* of the reference constructs (where 4 - my construct is very similar to

the reference construct and 0 -my construct and the reference

construct are completely different in meaning). However, a pilot test

of this trait implication procedure indicated that some guidance was

needed on the distribution of similarity ratings that officers were

to make. Accordingly, based on experience with the pilot test,
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a modified forced distribution was developed to serve as a target for

subjects. The distribution for individual personal constructs across

the 49 reference constructs was: 1-3, 4s (i.e., very similar); 3-5,

3s; 6-10, 2s; 9-13, Is; and 20-28, Os.

.Officer subjects then used the 5-point scale, along with guidance

on the target distribution, to make judgments about the similarity

between each of their personal work constructs and each reference

construct. Again, following Kelly (1955), the'notion here was to

obtain the subject's ownl definition of his or her personal constructs,

but in a numerical form that would allow correlational analyses to

index similarities and differences in the content of different

constructs.

Data Analyses

The focal analysis involved simply correlating the vectors of

similarity ratings within and across subjects. To clarify, the number

of variables in this analysis was the total number of constructs

generated by the 25 subjects (189), and the N of each correlation was

the number of reference constructs (49). The 189 x 189 correlation

matrix was factor analyzed to explore the patterns of similarities and

differences in content of the personal work constructs, both within

and across subjects. In this manner, subject and content factors

might be identified. For example, a factor with all constructs for an

individual officer loading substantially on it would suggest the

subject has a highly related set of constructs and a comparatively

idiosyncratic work construct system, with his/her constructs unrelated

to others' constructs (subject factor). A factor highly interpretable'
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and having work constructs from several subjects loading on it might,

however, indicate a construct held in common across these officers

(content factor).

We should emphasize that the identification of content factors

was exploratory at this stage. Thus, factor analysis seemed

appropriate for examining the possible existence of constructs shared

by different officers. Future efforts to identify similarities in

S construct content might employ confirmatory factor analysis or other

hypothesis testing procedures.

RESULTS

Factor analysis results are summarized 4n Table 2. The eight-

factor solution was selected because of interpretability of factors

and a substantial drop in eigenvalues for subsequent factors. Six of

the factors are readily interpretable. To provide a richer

description of the six content factors, the example constructs in

Figure 1 were selected so that the first construct is one that loaded

highly (> than .70) on Factor 1, the second loaded highly on

Factor 2, etc.

Table 3 shows that Factors 3 and 8 are most like subject factors

in that for each of these factors one or two officers have several

constructs loading on it and very few of the other officers have any

constructs associated with the factors. Each of the six content

factors are shared by eight or more officers. Of course, some of the
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officers have two to five of their own constructs loading on a single

content factor.

Table 3 indicates just how much in common the content factors are

across the 25 subjects. Constructs associated with three of the

factors are held by the majority of the officers (Initiative/Hard

Work, Maturity/Responsibility, and Technical Proficiency), and eleven,

eight, and eight officers, respectively, have constructs related to

the other three content factors (Supportive Leadership, Assertive

Leadership, and Organization).

One way to look at the construct similarities/differences

question is to consider the number of constructs loading primarily on

the content factors. Table 3 indicates that 123 of the 189 personal

work constructs generated (65.1%) have substantial loadings on a

content factor, and are thus shared with 7-17 other officer subjects.

Of the 66 remaining constructs, 21 (11.1%) loaded on subject factors

and 45 (23.8%) had mixed loadings or low communalities.

Focusing idiographically on individual subjects, the construct

systems can be characterized in one of four ways. The numbers in

parentheses indicate the author's assignment of individual officer's

construct systems into the four characterizations.
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1. Differentiated--Loadings indicate three or more content factors

represented, with less than three constructs on any one factor. (8):

Subjects 4, 7, 9, 10, 14, 18, 21 and 22.

2. Idiosyncratic--Loadings for the majority of own constructs are

either on an uninterpretable subject factor or show low communalities.

(5): Subjects 1, 5, 8, 20, and 24.

3. Narrow Focus--Loadings for at least half the constructs are on

content factors, but only one or two factors are represented. (3):

Subjects 2, 17, and 25.

4. Differentiated but Focused--Loadings show three or more content

factors represented, but one or two factors are emphasized (with three

or more high loadings on a single factor). (9): Subjects 3, 6, 11,

12, 13, 15, 16, 19, and 23.

All but five of the subjects have 50% or more of their constructs

loading on content factors. Seventeen officers have three or more

content-oriented constructs reflected in their systems (differentiated

and differentiated but focused), although nine of these seventeen tend

to focus on one or two content areas (the differentiated but focused

subjects). Finally, three officers hold constructs in common with

other subjects, but they attended to just one or two content areas

(the narrow-focus group).

DISCUSSION

Results of this exploratory study show that managers very

knowledgeable about a job can articulate what appear to be substantive

categories of subordinate effectiveness on that job. Thus, personal
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construct theory (Kelly, 1955), found televant in the area of

interpersonal perception (e.g., Adams-Webber, 1979), apparently has

meaningful application to perceptions of subordinates' work

performance. Interestingly, the personal work constructs or "folk

theories" of performance reported here demonstrate certain common

themes across-*the 25 Army officer subjects. Fully 123 of 189

constructs generated by the officers reflect content related to six

core construct composites that resulted from the factor analysis.

Thus, whereas personal constructs in interpersonal perception research

are often interpreted as very different in content across perceivers

(Hamilton, 1971; Sechrest, 1968), the overall similarities in job

performance constructs for the present subjects are as striking as the

differences. Why might this be?

Compared to interpersonal dealings in general, making judgments

about people in the performance effectiveness domain may involve fewer

possible constructs to consider for successful functioning, and this

could lead to greater agreement in construct content. Also,

J. relatively standardized leadership training on the part of military

officers might have helped produce the similarities across subjects'

construct systems in the present sample.

These observations lead to consideration of the etiology of

personal work performance constructs, and also to speculation about

what meaning they have for perceiving and interpreting performance

information. If analogies to personal construct theory are

appropriate, these constructs develop over time based on the manager's

* personal experiences viewing a variety of incumbents performini their
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jobs, and his/her making formal and informal evaluative judgments

about this performance. Normal, "healthy"~ development of a manager's

construct system might begin with relatively undifferentiated,

experimental categories that may often not serve the manager well. In

time, however, the category system is likely to become more

differentiated (i.e., more multidimensional), with new or refined

categories emerging to enable the manager to make useful distinctions

between effective and ineffective subordinates. A "good" construct

system in this context yields relevant effectiveness criteria and

standards and relatively undistorted pictures of subordinates' perfor-

mance, thus facilitating wise personnel decisions regarding these

individuals. A manager's skill in making such informed decisions

raises the -probability of his/her survival and success.

As mentioned previously, there has been considerable recent

discussion and speculation about the role of schemata in performance

appraisal judgments (e.g., Cooper, 1981; Feldman, 1981; Ilgen &

Feldman, 1983; Lord, Foti, & Phillips, 1982). Feldman (1981) noted

that the choice of schemata or categories to employ in judging others'

performance depends on both situational factors (especially various

salience factors discussed previously, such as memorable, outstanding

performance on the part of ratees) and person or perceiver factors.

The present research has focused on these person factors.
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Individual differences in such category systems should affect

performance judgments. Within the context of schemata, each officer's

construct system articulated in this research can be considered as

representing a repertoire of categories or schemata that can be called

up in gathering information about performance, making interpretations

regarding ratee behaviors on the job, and evaluating the performance

of ratees. Importantly, the study reported here provides a glimpse of

the likely content of such schemata and gives us an initial idea of

similarities and differences in different manager's schema systems.

Future research on personal work construct systems should focus

on the stability of these constructs for individual manager raters

over time and in different performance situations and on the impact of

'constructs on perceptions and evaluations of ratee work performance.

Regarding the latter, of special interest is the hypothesis that

raters who have very different construct systems look for and recall

different samples of behavioral information and that they form

evaluative judgments about performance based on these different

samplings, thus providing an inherent reason for interrater

disagreement in ratings. More generally, hopefully this study will

open another line of research into the cognitive processes underlying

performance judgments.

L
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Finally, the work described here provides possible rating

categories that might be used for the second tour Army-wide rating.scales

to be developed within Project A. Core criterion concepts like Organiza-

tion and Assertive and Supportive Leadership are apparently employed

quite naturally by officers when differentiating between effective and

ineffective NCOs. Thus, supervisors of NCOs may feel most comfortable

using these concepts as rating categories when asked to generate perfor-

mance judgments of NCO subordinates. Accordingly, it will be important

to consider carefully these core-concepts during the effort to develop

second tour Army-wide rating scales.
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Table I

Reference Concepts Used for Trait

Implication Similarity Ratings

Personal Characteristics and Personality Traits

1. Energy Level

2. Dominance

3. Self-Confidence

4. Sociability

5. Emotional Stability

6. Cooperativeness

7. Aggression

8. Conscientiousness

9. Persistence

10. Orderliness

11. Originality

12. Reflectiveness

13. Achievement

14. Masculinity

15. Independence

16. Flexibility

Cognitive and Physical Abilities

17. Intelligence

18. Good with Numbers

19. Mechanical Ability

(table continues)
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20. Good with Words

21. Physical Coordination

22. Physical Strength

23. Work Orientation

24. Steadiness/Precision

25. Perceptual Speed and Accuracy

Performance Constructs for Enlisted Soldiers

26. Stay out of Trouble

27. Controlling Own Bet :vior Related to Personal Finances,

Drugs/Alcohol, and Aggressive Acts

28. Adhering to Regulations, Orders, and SOP and Displaying Respect

for Authority

29.- Displaying Honesty and Integrity

30. Maintaining Proper Military Appearance

31. Maintaining Proper Physical Fitness

32. Maintaining Own Equipment

33. Maintaining Living and Work Areas to Army/Unit Standards

34. Exhibiting Technical Knowledge and Skill

35. Showing Initiative and Extra Effort on the Job/Mission/

Assignment

36. Attending to Detail on Jobs/Assignments/Equipment Checks

37. Developing Own Job and Soldiering Skills

Military Leadership Constructs

38. Effectively Leading and Providing Instruction to Other Soldiprs

(table continues)
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39. Supporting Other Unit Members

40. General Unit Administration

41. Administration of Personnel

42. Training Soldiers

43. Supervising

44. Organizing and Controlling Resources

45. Planning

46. Group Development

47. Interpersonal Relations

48. Personal Ethics and Attitudes I

49. Personal Ethics and Attitudes II
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Table 2

Summary Factor Analysis Resultsa of Correlations Between

Personal Work Construct Similarity Judgments

Common Variance

Accounted For Factor Factor Definition

20.7 1 Initiative/Hard Work--Having initiative

to tackle jobs; self-starter; working

hard and for long hours; dedication to

tasks and the job; high energy and

action orientation.

12.6 2 Maturity/Responsibility--Being

consistently mature, responsible, and

dependable; integrity and honesty; "good

citizen."

9.2 3 Subject Factor--(Uninterpretable)

7.4 4 Organization--Being well-organized;

setting priorities; organizing

subordinates and resources.

(table continues)

4
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Common Variance

Accounted For Factor Factor Definition

12.3 5 Technical Proficiency--Displaying

technical proficiency and competence on

job; possessing good job knowledge;

knowing where to go for technical

information (if needed); learning new

concepts quickly and thoroughly.

7.8 6 Assertive Leadership--Working through

subordinates to accomplish the mission;

being confident and in control of

subordinates; inspiring confidence in

his/her leadership.

10.5 7 Supportive Leadership--Displaying

concern for subordinates; teaching and

providing feedback to help subordinates;

supporting and guiding soldiers.

7.9 8 Subject Factor--(Uninterpretable)

88.4

aA principal factor analysis was conducted with varimax rotation

(highest off-diagonal elements placed in diagonals).
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Table 3

Summary of Officer Subjects' Personal Construct Systems

Factora

Maturity/ Technical Assertive Supportive

Officer Initiative/ Responsi- Uninter- organi- Profic- Leader- Leader- Uninter- Mixed

Subi. Hard Work bilit± Rretable ztion iency h ship pretable Loading

2 _ 3

3 3 %

* 7 1 _ _ _ _ _ _ 1..... __ _ __ _ __ _ _ _ _

422_ __L_

.16 1l 3 14

17 3

9 2 1

10 1 1 2

12 4_ 1 2 _

132 2 _ 1

4 _

16 4 4

17 3 23 __I21___-

2 _2

__ 22 W 1 1

25 2 -

aThe criteria for loading on a factor were, first, that this was the

highest loading for the construct and, second, that it was .50 or above.
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